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Abstract. In this paper, we investigate the existence and regularity of solutions to unilateral problem
associated to the equation of the type:

div a(x, u,∇u) = divF in Ω,

whereΩ is a bounded open set ofRN , N ≥ 2, and a is a Carathéodory function having degenerate coercivity.
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1. Introduction

Let Ω be an open bounded subset of RN , N ≥ 2. Let |F | ∈ Lm(Ω) for some m ≥ 1. Consider the
following nonlinear Dirichlet problem

Au = −divF, (1.1)

where Au = −div a(·, u,∇u) is nonlinear elliptic differential operator of monotone type defined on
W 1,p

0 (Ω) into its dualW−1,p′(Ω) with p is a real such that 1 < p < N .
Problem (1.1) in the coercive case has been studied in [8], [7], where the authors have proved the

existence and regularityd of solutions. We refer to the references therein, for more results in different
particular cases.

In a recent work [4], Benkirane and Youssfi considered the Dirichlet (1.1) in noncoercive case, more
precisely when the Carathéodory function a(x, s, ξ) satisfying the following degenerate coercivity

DOI: 10.28924/APJM/10-30

©2023 Asia Pacific Journal of Mathematics

1

https://doi.org/10.28924/APJM/10-30


Asia Pac. J. Math. 2023 10:30 2 of 23

condition

a(x, s, ξ) · ξ ≥ hp−1(|s|)|ξ|p, (1.2)

with h is a continuous decreasing function such that its primitive H is unbounded. And they have
obtained the regularity of solutions in terms of the summability of the datum F .

The existence results for similar problems to (1.1) with datum f rather than divF have been obtained
by several authors. In this direction, we cite [1] where the authors studied the Dirichlet problem−div a(x, u,∇u) = f in Ω,

u = 0 on ∂Ω.
(1.3)

They proved the existence and some regularity of solutions under various assumptions on the summa-
bility of the function f . see also [10]. Recently, in [2] Ayadi and Souilah studied the obstacle problem
associated to (1.3) using the penalization method.

In [5], Boccardo and Cirmi have obtained the existence and uniqueness of solution to the obstacle
problem for the Dirichlet problem −div a(x,∇u) = f in Ω,

u = 0 on ∂Ω.
(1.4)

Where the data f belongs to L1(Ω) (see also [6]).
In the present paper we deal with the existence and regularity results for the unilateral problem

associated to the equation (2.1) under the condition of degenerate coercivity (1.2). Mainly, we will
prove that the results obtain in [4] remain true in the case of unilateral problem. Due to the lack of
coercivity of the nonlinear elliptic operator A, the results are obtained by means of approximation
through suitable coercive problems.

The paper is organized as follows: In Section 2, we introduce the assumptions and state our main
results. In Section 3 we obtained a priori estimates needed to prove the existence results in Section 4.

2. Basic assumptions and main results

Let Ω be an open bounded subset of RN (N ≥ 2), p be a real number such that 1 < p < N . Taking ψ
a measurable function on Ω such that

ψ ∈W 1,p
0 (Ω) ∩ L∞(Ω),

we define the convex set Kψ by

Kψ =
{
v ∈W 1,p

0 (Ω) : v(x) ≥ ψ(x) in Ω
}
.
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Let us consider the Dirichlet problemdiv a(x, u,∇u) = divF in Ω,

u = 0 on ∂Ω,
(2.1)

where a : Ω× R× RN → RN is a Carathéodory function (i.e., a(·, s, ξ) is measurable on Ω, for every
(s, ξ) ∈ R×RN , and a(x, ·, ·) is continuous on R×RN , a.e. x ∈ Ω), such that the following assumptions
holds for almost every x ∈ Ω, for every s ∈ R, for every ξ 6= η ∈ RN :

a(x, s, ξ) · ξ ≥ hp−1(|s|)|ξ|p, (2.2)

|a(x, s, ξ)| ≤ β
(
j(x) + |s|p−1 + |ξ|p−1

)
, (2.3)

(a(x, s, ξ)− a (x, s, η)) · (ξ − η) > 0, (2.4)

where h : R+ →] 0,∞[ is a decreasing continuous function such that its primitive H is unbounded

H(s) =

∫ s

0
h(t)dt, (2.5)

j(x) is a positive function lying in Lp′(Ω) and β is a positive constant.
As regards the datum, we suppose that F ∈ (Lm(Ω))N for somem > 1.
The first result concerns the existence of bounded solutions with the data having high summability.

Theorem 2.1. Assume that (2.2)-(2.5) hold. Let |F | belongs to Lm(Ω), with

m >
N

p− 1
. (2.6)

Then there exists a function u ∈W 1,p
0 (Ω) ∩ L∞(Ω) which is solution of the unilateral problem

u ∈ Kψ,∫
Ω
a(x, u,∇u) · ∇(u− v)dx ≤

∫
Ω
F · ∇(u− v)dx,

∀v ∈ Kψ.

(2.7)

Now we take the limit case |F | ∈ Lm(Ω) with m = N
p−1 . The solutions we get do not belong in

general toW 1,p
0 (Ω). We will introduce a different formulation of unilateral problem, along with a new

definition of gradient for a measurable function.
For a fixed k ≥ 0 and s ∈ R, we recall the definition of the usual truncation function Tk(s)

Tk(s) =

 s if |s| ≤ k,
k s
|s| if |s| > k,

and we denote by T 1,p
0 (Ω) the space of the measurable function u such that Tk(u) belongs toW 1,p

0 (Ω)

for every k > 0. We recall the following result (see [3], Lemma 2.1):
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Lemma 2.2. For every u ∈ T 1,p
0 (Ω) there exists a unique measurable map v : Ω→ RN such that

∇Tk(u) = vχ{|u|<k} a.e. in Ω.

Moreover, if u ∈W 1,p
0 (Ω), then v coincides with the usual distributional gradient ∇u.

We will define the gradient of u as the function v, and we will denote it by v = ∇u.

Theorem 2.3. Assume that (2.2)-(2.5) hold. Let |F | ∈ Lm(Ω) with

m =
N

p− 1
. (2.8)

Assume in addition that

lim
t→∞

1

th(t)
= 0. (2.9)

Then there exists a measurable function u which is solution of the unilateral problem

u ≥ ψ a.e. in Ω,

u ∈ T 1,p
0 (Ω),∫

Ω
a(x, u,∇u) · ∇Tk(u− v)dx ≤

∫
Ω
F · ∇Tk(u− v)dx,

∀v ∈ Kψ ∩ L∞(Ω).

(2.10)

If we weaken the summability of |F | we obtain unbounded solution. In the interest of simplification,
we assume that the function h in (2.2) is defined as follows

h(s) =
1

(1 + |s|)θ
, with 0 ≤ θ < 1. (2.11)

Let us set

m̃ =
Np′

N − θ(N − p)
.

Theorem 2.4. Assume that (2.3), (2.4) and (2.2) (with (2.11)) hold. Let |F | belongs to Lm(Ω), with

m̃ ≤ m <
N

p− 1
. (2.12)

Then there exists a function u ∈W 1,p
0 (Ω) ∩ Lr(Ω), with

r = (1− θ)(m(p− 1))∗, (2.13)

which is a solution of the unilateral problem (2.7).

As before we define

m̄ = max

(
p′,

Np′

p((1− θ)N + θ)

)
.
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Theorem 2.5. Assume that (2.3), (2.4) and (2.2) (with (2.11)) hold. Let F ∈ Lm(Ω) with

m̄ ≤ m < m̃. (2.14)

Then there exists a measurable function u wich is solution of the unilateral problem (2.10). Moreover, u belongs

toW 1,q
0 (Ω) ∩ Lr(Ω), with

r = (1− θ)(m(p− 1))∗, (2.15)

and

q =
(1− θ)Nm(p− 1)

N − θm(p− 1)
. (2.16)

3. A priori estimates

To prove existence results stated in the precedent section we introduce the following approximating
problems. Let n ∈ N 

un ∈ Kψ,

〈Anun, un − v〉 ≤
∫

Ω
F · ∇(un − v)dx,

∀v ∈ Kψ,

(3.1)

where Anun = −div a(x, Tn(un),∇un). For a fixed n, thanks to the hypotheses (2.2)-(2.4) An is a
nonlinear operator of Leray-Lions type, and since divF belongs toW−1,p′(Ω), by well-known results
(see [11]) there exists at least a solution un so the approximate problem (3.1).

Lemma 3.1. Let |F | be in Lm(Ω) with m > N
p−1 and let un be a solution of the approximate problem (3.1).

Then the sequence un is bounded inW 1,p
0 (Ω) ∩ L∞(Ω).

Proof. Let us start with the estimate in L∞(Ω). Define, for s in R

Gk(s) = s− Tk(s).

For ε > 0 and k > ‖ψ‖∞, let v = un − Tε(Gk(un)) v belongs toW 1,p
0 (Ω), and for ε small enough we

obtain v ≥ ψ. So the function v belongs to Kψ and can be used as test function in (3.1), giving∫
Ω
a(x, Tn(un),∇un) · ∇Tε(Gk(un))dx ≤

∫
Ω
F · ∇Tε(Gk(un))dx. (3.2)

using assumption (2.2), It follows that

hp−1(k + ε)

∫
{k<|un|≤k+ε}

|∇un|pdx ≤
∫
{k<|un|≤k+ε}

F · ∇undx.

Now, we can follow the same steps as in the proof of Theorem 5 [4] to obtain

‖un‖∞ ≤ H−1

 1

NC
1
N
N

‖F‖p
′

(Lm(Ω))N

(∫ |Ω|
0

dσ

σ
N−1
N

pm
pm−p′

)1− p′
pm

 := c∞, (3.3)

where CN denotes the measure of the unit ball in RN .
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Now we prove that the sequence un is bounded inW 1,p
0 (Ω). Let us consider ψ as test function in

(3.1), then using (2.2) and (2.3) we get

hp−1(c∞)

∫
Ω
|∇un|pdx−β

∫
Ω

(j(x) + |Tn(un)|p−1 + |∇un|p−1).∇ψ

≤
∫

Ω
F · ∇(un − ψ)dx.

(3.4)

The second term on the left-hand-side of (3.4), is evaluated by using Young’s inequality with ν > 0.
We will denote by Ci, i = 1, 2 . . . some generic constants

β

∫
Ω

(j(x)+|Tn(un)|p−1 + |∇un|p−1).∇ψ

≤ C1 + β

∫
Ω
|∇un|p−1.∇ψ

≤ C1 + βν

∫
Ω
|∇un|pdx+ C2(ν)

∫
Ω
|∇ψ|pdx

≤ C3(ν) + βν

∫
Ω
|∇un|pdx.

(3.5)

Concerning the term on the right-hand-side of (3.4)∫
Ω
F · ∇(un − ψ)dx ≤

∫
Ω
|F | · |∇un|dx+

∫
Ω
|F | · |∇ψ|dx

≤ C4(ν)

∫
Ω
|F |p′dx+

1

p

∫
Ω
|∇ψ|pdx+ ν

∫
Ω
|∇un|pdx.

(3.6)

Combining (3.4), (3.5) and (3.6), we deduce that(
hp−1(c∞)− ν(β + 1)

) ∫
Ω
|∇un|pdx ≤ C5(ν),

we can now choose ν such that hp−1(c∞) = 2ν(β + 1), to get
1

2
hp−1(c∞)

∫
Ω
|∇un|pdx ≤ C6.

The last inequality tells us that the sequence un is bounded inW 1,p
0 (Ω).

�

Lemma 3.2. Assume thatm satisfies (2.12), let |F | belongs to Lm(Ω), and let un be a solution of (3.1). Then
the norms of un in Lr(Ω) (where r is defined by (2.13) )and in W 1,p

0 (Ω) are bounded by a constants which

depend on θ,m,N, |Ω| and the norm of F in Lm(Ω).

Proof. Let us start with the estimate in Lr(Ω). For k ∈ N with k > ‖ψ‖L∞(Ω), let v = un − T1(Gk(un))

(which is an admissible test function). Choosing v as test function in (3.1), we have∫
Ω
a(x, Tn(un),∇un) · ∇T1(Gk(un))dx ≤

∫
Ω
F · ∇T1(Gk(un))dx, (3.7)

which gives ∫
Bk

a(x, Tn(un),∇un) · ∇undx ≤
∫
Bk

F · ∇undx, (3.8)
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where we have set
Bk = {x ∈ Ω : k < |un| ≤ k + 1}.

Hence,using (2.2) Hölder’s inequality, we get∫
Bk

hp−1(|un|)|∇un|pdx ≤
∫
Bk

F · ∇undx

≤
[∫

Bk

|F |p′dx
] 1
p′
[∫

Bk

|∇un|pdx
] 1
p

,

and since h is decreasing, we obtain∫
Bk

|∇un|pdx ≤ (2 + k)θp
∫
Bk

|F |p′dx. (3.9)

If γ is a positive number (to be fixed later). Let p∗ = pN
N−p be the Sobolev conjugate exponent of p, by

Sobolev’s inequality and the previous inequality we can write[∫
Ω
|un|γp

∗
dx

] p
p∗

≤ C
∫

Ω
|∇(|un|γ)|pdx

= C

∫
Ω
|un|p(γ−1)|∇un|pdx

= C

∞∑
k=0

∫
Bk

|un|p(γ−1)|∇un|pdx

≤ C
∞∑
k=0

(1 + k)p(γ−1)

∫
Bk

|∇un|pdx

≤ C
∞∑
k=0

(1 + k)p(γ−1)(2 + k)θp
∫
Bk

|F |p′dx

≤ C
∞∑
k=0

(2 + k)p(θ+γ−1)

∫
Bk

|F |p′dx.

(3.10)

Therefore, using the fact that on the set Bk we have |un| > k and then Hölder’s inequality to get[∫
Ω
|un|γp

∗
dx

] p
p∗

≤ C
∞∑
k=0

∫
Bk

|F |p′(2 + |un|)p(θ+γ−1)dx

= C

∫
Ω
|F |p′(2 + |un|)p(θ+γ−1)dx

≤ C
[∫

Ω
|F |mdx

] p′
m
[∫

Ω
(2 + |un|)

pm(θ+γ−1)

m−p′ dx

]1− p
′
m

≤ C‖F‖p
′

(Lm(Ω))N

[
1 +

∫
Ω
|un|

pm(θ+γ−1)

m−p′ dx

]1− p
′
m

.

(3.11)

We now choose γ such that
pm(θ + γ − 1)

m− p′
= γp∗,
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namely

γ =
(1− θ)(m(p− 1))∗

p∗
.

It turns out that γp∗ = r, so that from (3.11) we have[∫
Ω
|un|rdx

] p
p∗

≤ C‖F‖p
′

(Lm(Ω))N

[
1 +

∫
Ω
|un|r dx

]1− p
′
m

,

since 1− p′

m < p
p∗ (due to the fact thatm < N

p−1), one has∫
Ω
|un|rdx ≤ C,

therefore, un is bounded in Lr(Ω).
Now we turn to the estimates inW 1,p

0 (Ω). On one hand we write∫
Ω
|∇(|un|γ)|pdx = C

∫
Ω
|un|p(γ−1)|∇un|pdx.

It’s clear that γ ≥ 1 sincem ≥ p′N
N−θ(N−p) , thus∫
{|un|>1}

|∇un|pdx ≤ C
∫

Ω
|un|p(γ−1)|∇un|pdx.

Hence, from (3.10) and (3.11) we obtain∫
{|un|>1}

|∇un|pdx ≤ C.

On the other hand,inequality (3.9), written for k = 0, and then using the Hölder inequality implies∫
{|un|≤1}

|∇un|pdx ≤ 2θp‖F‖p
′

(Lm(Ω))N
|Ω|1−

p′
m .

We conclude that ∫
Ω
|∇un|pdx ≤ C,

which completes the proof of Lemma 3.2. �

Lemma 3.3. Assume thatm satisfies (2.14), let |F | belongs to Lm(Ω), and let un be a solution of (3.1). Then,
there exist two positive constants c1, c2 depending on Ω, N , F , θ and s, such that, for any n ∈ N,

‖un‖Lr(Ω) ≤ c1, (3.12)

and

‖un‖W 1,q
0 (Ω)

≤ c2, (3.13)

where r and q are defined by (2.15) and (2.16) respectively. Moreover, the sequence Tk(un) is bounded in

W 1,p
0 (Ω) for every k > 0.



Asia Pac. J. Math. 2023 10:30 9 of 23

Proof. Let k ∈ N and τ ≥ 0. If we take un − T1(Gk(un)) as test function in (3.1), and use hypothesis
(2.2), we obtain ∫

Bk

hp−1(|un|)|∇un|pdx ≤
∫
Bk

F · ∇undx, (3.14)

where we have set

Bk = {x ∈ Ω : k < |un| ≤ k + 1},

hence, using Hölder’s inequality, we get

∫
Bk

hp−1(|un|)|∇un|pdx ≤
∫
Bk

F · ∇undx

≤
[∫

Bk

|F |p′dx
] 1
p′
[∫

Bk

|∇un|pdx
] 1
p

,

and since h is decreasing, we obtain

∫
Bk

|∇un|pdx ≤ (2 + k)θp
∫
Bk

|F |p′dx. (3.15)

On the other hand, let γ > 0 be a real number which will be chosen later

∫
Ω

|∇un|p

(1 + |un|)γ
dx =

+∞∑
k=0

∫
Bk

|∇un|p

(1 + |un|)γ
dx

≤
+∞∑
k=0

1

(1 + k)γ

∫
Bk

|∇un|pdx

using (3.15)
∫

Ω

|∇un|p

(1 + |un|)γ
dx ≤

∞∑
k=0

(2 + k)θp

(1 + k)γ

∫
Bk

|F |p′dx

≤ 2θp
∞∑
k=0

(1 + k)θp−γ
∫
Bk

|F |p′dx

≤ 2θp
∞∑
k=0

∫
Bk

|F |p′(1 + |un|)θp−γdx

= 2θp
∫

Ω
|F |p′(1 + |un|)θp−γdx

≤ 2θp‖F‖p
′

(Lm(Ω))N

[∫
Ω

(1 + |un|)
(θp−γ)m

m−p′ dx

]1− p
′
m

.

(3.16)
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Let r and q be as in (2.15) and (2.16). Then one can check that r = q∗ = Nq/(N − q). Therefore, using
the Sobolev inequality and (3.16), we have[∫

Ω
|un|rdx

] q
r

≤ c
∫

Ω
|∇un|qdx = c

∫
Ω

|∇un|q

(1 + |un|)
γq
p

(1 + |un|)
γq
p dx

≤ c
[∫

Ω

|∇un|p

(1 + |un|)γ
dx

] q
p
[∫

Ω
(1 + |un|)

γq
p−q dx

] p−q
p

≤ c2θq‖F‖
qp′
p

(Lm(Ω))N

[∫
Ω

(1 + |un|)
(θp−γ)m

m−p′ dx

](1− p
′
m

) q
p
[∫

Ω
(1 + |un|)

γq
p−q dx

] p−q
p

.

(3.17)

We choose now γ such that λq
p−q = r, that is

γ =
pN −m(p− 1)(N − θ(N − p))

N −m(p− 1)
. (3.18)

Thanks to the choice of γ in (3.18), we get

(θp− γ)m

m− p′
= r.

Consequently, we get

[∫
Ω
|un|rdx

] q
r

≤ c2θq‖F‖
qp′
p

(Lm(Ω))N

[∫
Ω

(1 + |un|)rdx
]1− p

′q
mp

≤ c2θq‖F‖
qp′
p

(Lm(Ω))N

[
|Ω|+

∫
Ω
|un|rdx

]1− p
′q
mp

.

(3.19)

Sincem < N
p−1 , the last exponent in (3.19) is smaller than q

r . Therefore, we obtain
[∫

Ω
|un|rdx

] q
r

≤ c2θq‖F‖
qp′
p

(Lm(Ω))N

[
|Ω|+

∫
Ω
|un|rdx

] q
r

. (3.20)

Thus, we conclude the boundedness of un in Lr(Ω). Going back to (3.17), this in turn implies an
estimate for the norm of un inW 1,q

0 (Ω).

To prove the last part of Lemma 3.3, we take un − Tk(un − ψ) as test function in (3.1) to get∫
Ω
a(x, Tn(un),∇un) · ∇Tk(un − ψ)dx ≤

∫
Ω
F · ∇Tk(un − ψ)dx. (3.21)

Since we are on the set {|un − ψ| ≤ k}, we setM = k + ‖ψ‖L∞(Ω). For n > M , we have∫
Ω
a(x, Tn(un),∇un) · ∇Tk(un − ψ)dx =

∫
Ω
a(x, TM (un),∇un) · ∇Tk(un − ψ)dx

=

∫
{|un−ψ|≤k}

a(x, TM (un),∇un) · ∇(un − ψ)dx.
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using (2.2) in (3.21), we obtain

hp−1(M)

∫
{|un−ψ|≤k}

|∇un)|pdx−
∫
{|un−ψ|≤k}

a(x, TM (un),∇un) · ∇ψdx

≤
∫
{|un−ψ|≤k}

F · ∇(un − ψ)dx.

(3.22)

and therefore, using (2.3), Höder’s and Young’s inequalities, one can estimate the second term on the
left-hand side∫

{|un−ψ|≤k}
a(x,TM (un),∇un) · ∇ψdx

≤
∫
{|un−ψ|≤k}

β(j(x) + |TM (un)|p−1 + |∇un|p−1) · |∇ψ|dx

≤ C +

∫
{|un−ψ|≤k}

|∇un|p−1 · |∇ψ|dx

≤ C +
1

p′

∫
{|un−ψ|≤k}

|∇un|p.

For the term in the right-hand side, since |F | belongs to Lp′(Ω) and using höder’s and Young’s inequal-
ities, we obtain∫

{|un−ψ|≤k}
F · ∇(un − ψ)dx ≤

∫
{|un−ψ|≤k}

|F ||∇un|dx+

∫
{|un−ψ|≤k}

|F ||∇ψ|dx

≤ C +
1

p

∫
{|un−ψ|≤k}

|∇un|p.

therefore ∫
{|un−ψ|≤k}

|∇un|p ≤ C,

replacing k with k + ‖ψ‖∞ in the last inequality, we get∫
{|un|≤k}

|∇un|p ≤
∫
{|un−ψ|≤k}

|∇un|p ≤ C. (3.23)

So that the Lemma 3.3 is completely proved. �

4. Proof of the results

4.1. Proof of theorem 2.1. The Lemma 3.1 guarantees the existence of a subsequence, still denoted by
{un}, and a measurable function u such that

un → u and a.e. in Ω, (4.1)

and
un ⇀ u weakly inW 1,p

0 (Ω). (4.2)

Since un(x) ≥ ψ(x) a.e. in Ω, ∀n ∈ N

u ≥ ψ a.e. in Ω. (4.3)
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Moreover, we shall prove that
∇un → ∇u a.e. in Ω. (4.4)

In order to get (4.4), it is sufficient to show that

un → u strongly inW 1,p
0 (Ω). (4.5)

We write ∫
Ω

(a(x, un,∇un)− a(x, un,∇u)) · (∇un −∇u)dx

=

∫
Ω
a(x, un,∇un) · (∇un −∇u)dx−

∫
Ω
a(x, un,∇u) · (∇un −∇u)dx.

(4.6)

For n > c∞, if we take u as test function in (3.1), we obtain∫
Ω
a(x, un,∇un) · ∇(un − u)dx ≤

∫
Ω
F · ∇(un − u)dx. (4.7)

Since F belongs at least to
(
Lp
′
(Ω)
)N

, the term -div F is inW−1,p′(Ω), so that by (4.2) we obtain

lim
n→∞

∫
Ω
F · (∇un −∇u) dx = 0, (4.8)

this and (4.7) yield
lim
n→∞

∫
Ω
a (x, un,∇un) · (∇un −∇u) dx ≤ 0. (4.9)

In view of the growth assumption (2.3) and vitali’s theorem we have

a(x, un,∇u)→ a(x, u,∇u) strongly in
(
Lp
′
(Ω)
)N

. (4.10)

It follows by (4.2) that
lim
n→∞

∫
Ω
a(x, un,∇u) · (∇un −∇u) dx = 0 (4.11)

Therefore, we obtain

lim
n→∞

∫
Ω

(a (x, un,∇un)− a (x, un,∇u)) · (∇un −∇u) dx = 0. (4.12)

Using Lemma 5 in [9], we get (4.5). Also we have

∇un → ∇u strongly in (Lp(Ω))N and a.e. in Ω. (4.13)

We can now pass to the limit. Let v ∈ Kψ, choosing v as test function in (3.1). For every n > c∞ one
has ∫

Ω
a(x, un,∇un) · ∇(un − v)dx ≤

∫
Ω
F · ∇(un − v)dx. (4.14)

The right-hand side converges, as n tends to infinity, to∫
Ω
F · ∇(u− v)dx. (4.15)
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In view of Fatou’s Lemma, we obtain∫
Ω
a(x, u,∇u) · ∇udx ≤ lim inf

n→∞

∫
Ω
a(x, un,∇un) · ∇undx. (4.16)

Thanks to (4.13) and Vitali’s theorem, we get

a(x, un,∇un)→ a(x, u,∇u) strongly in (Lp
′
(Ω))N ,

thus ∫
Ω
a(x, un,∇un) · ∇vdx −→

∫
Ω
a(x, u,∇u) · ∇vdx. (4.17)

Consequently, by combining (4.15)–(4.17), it is then possible to pass to the limit as n tends to infinity
in (4.14) to obtain ∫

Ω
a(x, u,∇u) · ∇(u− v)dx ≤

∫
Ω
F · ∇(u− v)dx.

4.2. Proof of theorem 2.3. Under the hypotheses of Theorem 2.3, we have the following results.

Lemma 4.1. Let un be a solution of (3.1). Then there exists a measurable function u such that

un → u in measure, (4.18)

un → u a.e. in Ω, (4.19)

and

Tk(un) ⇀ Tk(u) weakly inW 1,p
0 (Ω) for every k > 0. (4.20)

Proof. Firstly, we show that un is a Cauchy sequence in measure. Let η ≥ 0, if we use as test function
v = un − ηTk(un) in (3.1) which is an admissible test function for η small enough, we get∫

Ω
a(x, Tn(un),∇un) · ∇Tk(un)dx ≤

∫
Ω
F · ∇Tk(un)dx.

For n > k, we obtain ∫
Ω
a(x, Tk(un),∇Tk(un)) · ∇Tk(un)dx ≤

∫
Ω
F · ∇Tk(un)dx,

using (2.2) gives ∫
Ω
hp−1(|Tk(un)|)|∇Tk(un)|pdx ≤

∫
Ω
F · ∇Tk(un)dx,

being h deacrising function and using Hölder’s inequality, it follows

hp−1(k)

∫
Ω
|∇Tk(un)|pdx ≤

[∫
Ω
|F |p′dx

] 1
p′
[∫

Ω
|∇Tk(un)|pdx

] 1
p

,

that is ∫
Ω
|∇Tk(un)|pdx ≤ 1

hp(k)
‖F‖p

′

Lp
′(Ω)

. (4.21)
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We use now Sobolev inequality with exponents p and p∗ (p∗ = Np
N−p), so there exist a constant C which

doesn’t depending on n such that

‖Tk(un)‖p
Lp∗ (Ω)

≤ C‖∇Tk(un)‖pLp(Ω),

hence, by (4.21) we deduce ∫
Ω
|Tk(un)|p∗dx ≤ C

hp∗(k)
‖F‖

p∗
p−1

Lp
′(Ω)

.

Since the set {x ∈ Ω : |un(x)| > k} ⊂ Ω, we have

|{|un| > k}| ≤ C

kp∗hp∗(k)
‖F‖

p∗
p−1

Lp
′(Ω)

. (4.22)

For t and ε > 0 we can write

{|un − um| > t} ⊂ {|un| > k} ∪ {|um| > k} ∪ {|Tk(un)− Tk(um)| > t}. (4.23)

Since limk→∞
1

kh(k) = 0, for sufficiently large k, by inequality (4.22)

|{|un| > k}| < ε

3
and |{|um| > k}| < ε

3
. (4.24)

By (4.21), the sequence {|Tk(un)|} is bounded inW 1,p
0 (Ω), we can assume that it is a Cauchy sequence

in measure. Thus the existence of some N such that for n,m ≥ N , we have

|{|Tk(un)− Tk(um)| > t}| < ε

3
. (4.25)

Therefore

|{|un − um| > t}| < ε, ∀n,m ≥ N. (4.26)

Then un is a Cauchy sequence in measure, thus there exists a subsequence still denoted un which
converge almost everywhere to some measurable function u, and from (4.21) it follows that

Tk(un) ⇀ Tk(u) weakly inW 1,p
0 (Ω) for every k > 0.

�

Lemma 4.2. Let un be a solution of (3.1). Then

∇un −→ ∇u a.e. in Ω. (4.27)

To prove the precedent lemma, it is sufficient to show that

∇un −→ ∇u in measure . (4.28)

For this purpose, we will need the following estimates:
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Lemma 4.3. There exists a constant C > 0 such that, for every k > 0, we have

|{|u| > k}| ≤ C

kp∗hp∗(k)
‖F‖

p∗
p−1

Lp′ (Ω)
, (4.29)

|{|∇un| > k}| ≤ C

kp∗hp∗(k)
‖F‖

p∗
p−1

Lp
′(Ω)

+
1

kphp(k)
‖F‖p

′

Lp′ (Ω)
, (4.30)

and

|{|∇u| > k}| ≤ C

kp∗hp∗(k)
‖F‖

p∗
p−1

Lp
′(Ω)

+
1

kphp(k)
‖F‖p

′

Lp′ (Ω)
. (4.31)

Proof. The proof is entirely similar to the corresponding one of Lemma 3 in [4]. �

Proof of Lemma 4.2. Let λ > 0, we set for some k > 0 and ε > 0

E1 = {x ∈ Ω : |un| > k} ∪ {x ∈ Ω : |u| > k} ∪ {x ∈ Ω : |∇un| > k} ∪ {x ∈ Ω : |∇u| > k},

E2 = {x ∈ Ω : |un − u| > ε} ,

E3 = {x ∈ Ω : |un − u| ≤ ε, |un| ≤ k, |u| ≤ k, |∇un| ≤ k, |∇u| ≤ k, |∇un −∇u| ≥ λ} .

We have that:
{x ∈ Ω : |∇un −∇u| ≥ λ} ⊂ E1 ∪ E2 ∪ E3. (4.32)

Fixed σ > 0, we will prove that there exists N such that

|{x ∈ Ω : |∇un −∇u| ≥ λ}| ≤ σ for avery n ≥ N. (4.33)

By virtue of the inequalities (4.22), (4.29), (4.30) and (4.31) and using the fact that limk→∞
1

kh(k) = 0,
we can conclude that there exists some kσ such that

|E1| ≤
σ

3
for all n and k ≥ kσ. (4.34)

On the other hand, since the sequence un is convergent in measure to u, guarantees that there exists N1

such that
|E2| ≤

σ

3
, for all n ≥ N1. (4.35)

Now, we prove that there exists N2 depending on k and σ, and verifying

|E3| ≤
σ

3
, for all n ≥ N2. (4.36)

In order to get (4.36) we need the following standard lemma:

Lemma 4.4. Let (X,T,m) a measurable space, such that |X| < +∞. Let γ be a measurable function γ : X →

[0,+∞[ such that |{x ∈ X : γ(x) = 0}| = 0. Then for any σ > 0 there exists δ > 0 such that:∫
A
γdm ≤ δ ⇒ |A| ≤ σ.
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Assumption (2.4) implies that there exists a real valued function γ : Ω→ [0,+∞[ such that

|{x ∈ Ω : γ(x) = 0}| = 0, (4.37)

and
(a(x, s, ξ)− a(x, s, η)) · (ξ − η) ≥ γ(x) a.e. in Ω, (4.38)

for every s ∈ R, ξ, η ∈ RN such that |s| ≤ k, |ξ| ≤ k, |η| ≤ k and |ξ − η| ≥ λ. Thus, we get∫
E3

γ(x)dx ≤
∫
E3

(a(x, un,∇un)− a(x, un,∇u)) · (∇un −∇u)dx,

in E3 we have |u| ≤ k and |un − u| ≤ ε, so that∫
E3

γ(x)dx ≤
∫
E3

(a(x, un,∇un)− a(x, un,∇Tk(u))) · ∇Tε(un − Tk(u))dx

≤
∫

Ω
(a(x, un,∇un)− a(x, un,∇Tk(u))) · ∇Tε(un − Tk(u))dx

=

∫
Ω
a (x, un,∇un) · ∇Tε (un − Tk(u)) dx

−
∫

Ω
a (x, un,∇Tk(u)) · ∇Tε (un − Tk(u)) dx,

We evaluate the term ∫
Ω
a(x, un,∇un) · ∇Tε(un − Tk(u))dx. (4.39)

Let v = un− τTε(un− Tk(u)) where τ ≥ 0. For τ small enough, v is an admissible test function in (3.1).
It follows that ∫

Ω
a(x, Tn(un),∇un) · ∇Tε(un − Tk(u))dx ≤

∫
Ω
F · ∇Tε(un − Tk(u))dx,

thus, for n > k + εwe have∫
Ω
a(x, un,∇un) · ∇Tε(un − Tk(u))dx ≤

∫
Ω
F · ∇Tε(un − Tk(u))dx,

passing to the limit as n tends to infinity

lim
n→∞

∫
Ω
a(x, un,∇un) · ∇Tε(un − Tk(u))dx ≤

∫
Ω
F · ∇Tε(u− Tk(u))dx

=

∫
k<|u|≤k+ε

F · ∇Tk+ε(u)dx,

therfore
lim
ε→0+

lim
n→∞

∫
Ω
a(x, un,∇un) · ∇Tε(un − Tk(u))dx ≤ 0. (4.40)

Concerning the second integral∫
Ω
a(x, un,∇Tk(un)) · ∇Tε(un − Tk(u))dx. (4.41)

Since we have the inclusion

{x ∈ Ω : |un − Tk(u)| ≤ ε} ⊂ {x ∈ Ω : |un| ≤ k + ε},
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we can write∫
Ω
a(x, un,∇Tk(un)) · ∇Tε(un − Tk(u))dx

=

∫
{|un−Tk(u)|≤ε}

a(x, Tk+ε(un),∇Tk(un)) · ∇(Tk+ε(un)− Tk(u))dx.

By (4.20) and using Vitali’s theorem we can conclude that ∀h, k > 0

a(x, Th(un),∇Tk(u))→ a(x, Th(u),∇Tk(u)) strongly in (Lp
′
(Ω))N .

Therefore

lim
n→∞

∫
{|un−Tk(u)|≤ε}

a(x, Tk+ε(un),∇Tk(un)) · ∇(Tk+ε(un)− Tk(u))dx

=

∫
{|u−Tk(u)|<ε}

a(x, Tk+ε(u),∇Tk(u)) · ∇(Tk+ε(u)− Tk(u))dx

=

∫
{k<|u|≤k+ε}

a(x, u,∇Tk(u)) · ∇Tk+ε(u)dx

=

∫
{k<|u|≤k+ε}

a(x, u, 0) · ∇Tk+ε(u)dx

= 0.

Hence, there exists N2 (dependent on k and σ) such that∫
E3

γ(x)dx ≤ δ

3
for every n ≥ N2.

By Lemma 4.3, we conclude that

|E3| ≤
σ

3
, for all n ≥ N2. (4.42)

We take N = max(N1, N2), then

|{x ∈ Ω : |∇un −∇u| ≥ λ}| ≤ σ for every n ≥ N.

this completes the proof of Lemma 4.2. �

We can now pass to the limit in (3.1) to obtain a solution of (2.10). Let v ∈ Kψ ∩L∞(Ω); the function
un − Tk(un − v) is an admissible test function in (3.1). This choice yields∫

Ω
a(x, Tn(un),∇un) · ∇Tk(un − v)dx ≤

∫
Ω
F · ∇Tk(un − v)dx, (4.43)

Taking into account the fact that the integral in (4.43) is on the subset of the set

{x ∈ Ω, |un| ≤ k + ‖v‖L∞(Ω)},

we setM = k + ‖v‖L∞(Ω) and let n > M , we can rewrite (4.43) as∫
{|un−v|≤k}

a(x, TM (un),∇TM (un)) · ∇Tk(un − v)dx ≤
∫
{|un−v|≤k}

F · ∇Tk(un − v)dx. (4.44)
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The right-hand side of (4.44) converge to∫
{|u−v|≤k}

F · ∇(u− v)dx. (4.45)

In view of Fatou’s Lemma and (4.18) and (4.27), we obtain∫
{|u−v|≤k}

a(x, u,∇u) · ∇udx ≤ lim inf
n→∞

∫
{|un−v|≤k}

a(x, TM (un),∇TM (un)) · ∇undx. (4.46)

Since TM (un) is bounded inW 1,p
0 (Ω), so as a consequence of (2.3), |a(x, TM (un),∇TM (un))| is bounded

in Lp
′
(Ω). Thus together with (4.19) and (4.27), a(x, TM (un),∇TM (un)) is weakly convergent to

a(x, TM (u),∇TM (u)) in (Lp
′
(Ω))N . Therefore∫

{|un−v|≤k}
a(x, TM (un),∇TM (un)) · ∇vdx −→

∫
{|u−v|≤k}

a(x, u,∇u) · ∇vdx. (4.47)

From (4.45)–(4.47), it is then possible to pass to the limit as n tends to infinity in (4.44) to obtain∫
Ω
a(x, u,∇u) · ∇Tk(u− v)dx ≤

∫
Ω
F · ∇Tk(u− v)dx.

4.3. Proof of theorem 2.4. In Order to prove Theorem 2.4 we need the following convergence

Lemma 4.5. let un be a solution of (3.1). Then

Tk(un) −→ Tk(u) strongly inW 1,p
0 (Ω) for all k > 0. (4.48)

Proof. from Lemma 3.2, we have that Tk(un) is bounded inW 1,p
0 (Ω), so that

Tk(un) ⇀ Tk(u) weakly inW 1,p
0 (Ω). (4.49)

Observe that for n > k, one has∫
Ω

(a(x, Tk(un),∇Tk(un))− a(x, Tk(un),∇Tk(u))) · ∇ (Tk(un)− Tk(u)) dx

=

∫
Ω
a(x, Tk(un),∇Tk(un)) · ∇ (Tk(un)− Tk(u)) dx

−
∫

Ω
a(x, Tk(un),∇Tk(u)) · ∇ (Tk(un)− Tk(u)) dx

=

∫
{|un|<k}

a(x, Tn(un),∇un) · ∇ (Tk(un)− Tk(u)) dx

−
∫

Ω
a(x, Tk(un),∇Tk(u)) · ∇ (Tk(un)− Tk(u)) dx
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=

∫
Ω
a(x, Tn(un),∇un) · ∇ (Tk(un)− Tk(u)) dx

−
∫
{|un|≥k}

a(x, Tn(un),∇un) · ∇ (Tk(un)− Tk(u)) dx

−
∫

Ω
a(x, Tk(un),∇Tk(u)) · ∇ (Tk(un)− Tk(u)) dx

=

∫
Ω
a(x, Tn(un),∇un) · ∇ (Tk(un)− Tk(u)) dx

−
∫
{|un|≥k}

a(x, Tn(un),∇un) · ∇Tk(u)dx

−
∫

Ω
a(x, Tk(un),∇Tk(u)) · ∇ (Tk(un)− Tk(u)) dx.

We shall prove that the previous integral converges to zero. Indeed, on one hand, by choosing v =

un − (Tk(un)− Tk(u)) as a test function in (3.1), which is an admissible test function, we obtain∫
Ω
a(x, Tn(un),∇un) · ∇(Tk(un)− Tk(u))dx ≤

∫
Ω
F · ∇(Tk(un)− Tk(u))dx. (4.50)

Thanks to (4.49), we have
lim
n→∞

∫
Ω
F · ∇(Tk(un)− Tk(u))dx = 0.

Therefore,
lim
n→∞

∫
Ω
a(x, Tn(un),∇un) · ∇(Tk(un)− Tk(u))dx ≤ 0. (4.51)

On the other hand, By the growth assumption (2.3), we get∫
Ω
|a(x, Tn(un),∇un)|p′dx ≤ βc

∫
Ω

(jp
′
(x) + |un|p + |∇un|p)dx

≤ βc
(
‖j‖p

′

Lp′ (Ω)
+ ‖un‖pLp(Ω) + ‖un‖p

W 1,p
0 (Ω)

)
.

therefore the sequence {a(x, Tn(un),∇un)} is bounded in (Lp
′
(Ω))N . Then, it converges weakly to some

l in (Lp
′
(Ω))N and we obtain

lim
n→∞

∫
{|un|≥k}

a(x, Tn(un),∇un) · ∇Tk(u)dx =

∫
{|u|≥k}

l · ∇Tk(u)dx = 0. (4.52)

By virtue of Lemma 3.2 and Vitali’s theorem, we obtain

a(x, Tn(un),∇Tk(u))→ a(x, u,∇Tk(u)) strongly in
(
Lp
′
(Ω)
)N

,

it follows from (4.49) that

lim
n→∞

∫
Ω
a(x, Tk(un),∇Tk(u)) · ∇ (Tk(un)− Tk(u)) dx = 0, (4.53)

which with (4.51) and (4.52) allow us to get

lim
n→∞

∫
Ω

(a(x, Tk(un),∇Tk(un))− a(x, Tk(un),∇Tk(u))) · ∇ (Tk(un)− Tk(u)) dx = 0. (4.54)

Now we can apply Lemma 5 of [9] to conclude (4.48) �



Asia Pac. J. Math. 2023 10:30 20 of 23

From the precedent lemma, we also have

∇un −→ ∇u a.e. in Ω. (4.55)

We are now in position to prove Theorem 2.4. Choosing v ∈ Kψ as test function in (3.1), we get∫
Ω
a(x, Tn(un),∇un) · ∇(un − v)dx ≤

∫
Ω
F · ∇(un − v)dx. (4.56)

The right-hand side of (4.56) converges as n tends to infinity to∫
Ω
F · ∇(u− v)dx. (4.57)

In view of Fatou’s Lemma, we obtain∫
Ω
a(x, u,∇u) · ∇udx ≤ lim inf

n→∞

∫
Ω
a(x, Tn(un),∇un) · ∇undx. (4.58)

Combining (4.55) and the assumptions on the function a(x, s, ξ), we have

a(x, Tn(un),∇un) ⇀ a(x, u,∇u) weakly in (Lp
′
(Ω))N .

Thus ∫
Ω
a(x, Tn(un),∇un) · ∇vdx −→

∫
Ω
a(x, u,∇u) · ∇vdx. (4.59)

Then we passing to the limit thanks to the previous results, we prove the Theorem 2.4.

4.4. Proof of theorem 2.5. In virtue of Lemma 3.3, there exists a subsequence, still denoted by
un, which is weakly convergent to some function u inW 1,q

0 (Ω) ∩ Lr(Ω). Moreover,

un → u a.e. in Ω. (4.60)

From (3.23), Tk(un) belongs toW 1,p
0 (Ω) for every k > 0, which implies together with (4.60) that

Tk(un)→ Tk(u) weakly inW 1,p
0 (Ω). (4.61)

Lemma 4.6. Let un be a sequence of solutions of the problems (3.1)with the same assumptions as in the statement

of Theorem 2.5. Then there exists a subsequence, denoted by un such that

∇un −→ ∇u a.e. in Ω. (4.62)

Proof. Fix λ such that 1 < λ < q
p , define

In,Ω =

∫
Ω
{(a(x, Tn(un),∇un)− a(x, Tn(un),∇u))(∇un −∇u)}λdx. (4.63)

We shall prove that the integral In,Ω converges to zero. We split it on the sets

Ck = {x ∈ Ω : |u(x)| > k} and C̄k = {x ∈ Ω : |u(x)| ≤ k},



Asia Pac. J. Math. 2023 10:30 21 of 23

to get

In,Ω =

∫
Ck

{(a(x, Tn(un),∇un)− a(x, Tn(un),∇u))(∇un −∇u)}λdx

+

∫
C̄k

{(a(x, Tn(un),∇un)− a(x, Tn(un),∇u))(∇un −∇u)}λdx

=In,Ck + In,C̄k .

Let γ = q
pλ , using assumption (2.3) then Hölder’s inequality with exponents γ and γ′ in the first integral

In,Ck , one has

In,Ck ≤c
(∫

Ω
jp
′
(x)dx

)λ
|Ck|1−λ

+ c

(∫
Ck

(|un|+ |∇un|+ |∇u|)qdx
) 1
γ

|Ck|1−
1
γ .

thus, by means of estimate (3.12), we get

In,Ck ≤ c(|Ck|
1−λ + |Ck|1−

1
γ ),

we thus obtain
lim
k→∞

lim
n→∞

In,Ck = 0. (4.64)

Concerning the second integral In,C̄k , we have

In,C̄k =

∫
C̄k

{(a(x, Tn(un),∇un)− a(x, Tn(un),∇Tk(u)))(∇un −∇Tk(u))}λdx

≤
∫

Ω
{(a(x, Tn(un),∇un)− a(x, Tn(un),∇Tk(u)))(∇un −∇Tk(u))}λdx

= Jn,Ω.

Again, we split the integral Jn,Ω on the sets

Dk,l = {x ∈ Ω : |un − Tk(u)| > l}, D̄k,l = {x ∈ Ω : |un − Tk(u) ≤ l}, (l ∈ N),

obtaining

Jn,Ω =

∫
Dk,l

{(a(x, Tn(un),∇un)− a(x, Tn(un),∇Tk(u)))(∇un −∇Tk(u))}λdx

+

∫
D̄k,l

{(a(x, Tn(un),∇un)− a(x, Tn(un),∇Tk(u)))(∇un −∇Tk(u))}λdx

= Jn,Dk,l + Jn,D̄k,l .

the measure of the set Dk,l tends to zero as l tends to∞ uniformly in n and k

lim
l→∞

lim
k→∞

lim
n→∞

Jn,Dk,l = 0. (4.65)
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Since on D̄k,l we can write∇(un − Tk(u)) = ∇Tl(un − Tk(u)), we have

Jn,D̄k,l =

∫
Ω
{(a(x, Tn(un),∇un)− a(x, Tn(un),∇Tk(u))) · ∇Tl(un − Tk(u))}λdx

therefore, using the Hölder inequality, we get

Jn,D̄k,l ≤ |Ω|
1−λ

[∫
Ω

(a(x, Tn(un),∇un)− a(x, Tn(un),∇Tk(u))) · ∇Tl(un − Tk(u))dx

]λ
= |Ω|1−λ(Jn,D̄k,l,1 − Jn,D̄k,l,2)λ,

where
Jn,D̄k,l,1 =

∫
Ω
a(x, Tn(un),∇un) · ∇Tl(un − Tk(u))dx,

and
Jn,D̄k,l,2 =

∫
Ω
a(x, Tn(un),∇Tk(u)) · ∇Tl(un − Tk(u))dx.

The integral in Jn,D̄k,l,2 is on the set {|un−Tk(u)| ≤ l}, which is a subset of the set {|un| ≤ l+ k}; hence,
if we take n ≥ l + k := M , we get

Jn,D̄k,l,2 =

∫
Ω
a(x, TM (un),∇Tk(u)) · ∇Tl(un − Tk(u))dx.

Using the almost everywhere convergence (4.60) and the Vitali theorem we get

a(x, TM (un),∇Tk(u))→ a(x, TM (u),∇Tk(u)) strongly in (Lp
′
(Ω))N .

As consequence of (4.60) and(4.61), we have

∇Tl(un − Tk(u)) ⇀ ∇Tl(u− Tk(u)) weakly in (Lp
′
(Ω))N , (4.66)

so that
lim
n→∞

Jn,D̄k,l,2 =

∫
Ω
a(x, TM (u),∇Tk(u)) · ∇Tl(u− Tk(u))dx = 0. (4.67)

To evaluate the integral Jn,D̄k,l,1. Let τ ≥ 0, we choose un − τTl(un − Tk(u)) as test function in (3.1), to
get

Jn,D̄k,l,1 ≤
∫

Ω
F · ∇Tl(un − Tk(u))dx.

using (4.66)

lim
n→∞

∫
Ω
F · ∇Tl(un − Tk(u))dx =

∫
Ω
F · ∇Tl(u− Tk(u))dx

=

∫
{|u|>k}

F · ∇Tl(u)dx.

Therefore
lim
l→∞

lim
k→∞

lim
n→∞

Jn,D̄k,l,1 = 0. (4.68)

Gathering results (4.64), (4.65), (4.68) and (4.67), we obtain

lim
n→∞

In = 0.



Asia Pac. J. Math. 2023 10:30 23 of 23

Since the integrand function in In is non-negative, we have

‖{(a(x, Tn(un),∇un)− a(x, Tn(un),∇u))(∇un −∇u)}λ‖L1(Ω) → 0,

thus,there exist a subsequence still denoted by un,

(a(x, Tn(un),∇un)− a(x, Tn(un),∇u))(∇un −∇u)→ 0.

Under our assumption on the function a(x, s, ξ) and the previous limit, we conclude (4.62) as in [9]. �

Let v ∈ Kψ ∩ L∞(Ω), and choose un − Tk(un − v) as test function in (3.1). We get∫
Ω
a(x, Tn(un),∇un) · ∇(un − v)dx ≤

∫
Ω
F · ∇(un − v)dx. (4.69)

Finally, we can pass to the limit in (4.69), this completes the proof of theorem 2.5.
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