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Asstract. This work introduces and analyzes a novel higher order explicit method for solving physical
models in real-life situations. This new method is derived via a hybrid interpolating function which is the
combination of Chebyshev polynomials of first kind and exponential function. Its properties, including
consistency, local truncation error, stability, order of accuracy, and convergence, are thoroughly examined
and studied. To evaluate its effectiveness, the proposed method is applied to four numerical examples
derived from real-world scenarios. Furthermore, this study compares the results obtained from the new
numerical method with those of the well-known PJS method [28], in terms of the exact solution. The
study concludes that the method provides accurate solutions and can be considered as one of the suitable
approaches for solving first-order initial value problems (IVPs).
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1. INTRODUCTION

The study of differential equations plays a crucial role in various scientific and engineering disciplines

as it involves modeling natural processes such as growth and decay, heat transfer, population dynamics,
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and object motion [1]. Differential equations provide mathematical expressions that describe the
connection between the current value of a quantity and its rate of change. By analyzing how quantities
evolve over time, these equations enable us to make predictions about future events [2]. Differential
equations can be categorized into two main types: ordinary and partial. Ordinary differential equations
are concerned with functions that involve a single variable, while partial differential equations describe
the behavior of functions that depend on multiple variables [3]. To solve these equations accurately,
various methods are employed in the study of differential equations, including analytical, numerical,
and qualitative approaches. A fundamental aspect of computational mathematics involves studying
numerical techniques for resolving ordinary differential equations (ODEs). When ODEs cannot be
solved analytically, numerical approaches are used to approximate them, enabling simulations and
predictions of real-world processes [4]. Furthermore, numerical solutions allow for predicting the
dynamic behavior of complex systems, which is not achievable through analytical solutions [5]. The
efficiency of numerical methods in solving ODEs depends on factors such as accuracy, stability, and
convergence. Traditional numerical methods like Euler’s method, Runge-Kutta methods, and multistep
methods have limitations concerning these factors. Consequently, recent efforts have focused on
developing and analyzing new and effective numerical methods for solving ODEs. Different numerical
techniques can differ in terms of convergence, accuracy order, local errors, stability, and computational
complexity. Research in the field of numerical methods for solving ordinary differential equations
(ODEs) is actively focusing on enhancing the accuracy, stability, and efficiency of these methods. Many
algorithms have been proposed in scholarly works, taking into account the specific characteristics and
form of the differential equations that need to be solved. Numerous examples of these algorithms
can be found in the literature, such as [5], [6], [7], [&], [9], [10], [11], [12], [13], [14], [15], [16], [17],
[18], [19], [20], [21], [22], [23], [24], [25], [26], among others. Fadugba and Idowu [27] applied
a new numerical method with third-order accuracy to solve initial value problems (IVPs) in ODEs,
analyzing its properties in the process. In this study we will consider a new numerical method via the

transcendental function of exponential type with an initial value problem,

/

y' = f(x,y); y(zo) = yo, x € [a,b], —00 <y < o0 (1)

A trigonometric function-based numerical integration formula is applicable if the answer to (1) is
known to be periodic or oscillate with a known frequency [15]. On the other hand, a numerical

approach will be far more useful if the solution of (1) contains singularities.

2. METHODOLOGY

This section presents the derivation of a new numerical method and its properties.
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2.1. Derivation of newly proposed numerical method. In this paper, we derive a new numerical
method via the combination of Chebyshev polynomials of first kind and exponential function of the

form
3
F(z) =Y biHi(z) + bie ™ (2)
=0

for the solution of (1). By assumption, the theoretical solution y(z) to equation (1) can be represented

locally in the interval [z, z, + 1], n. > 0 by interpolating polynomial (1). From (2), we have
F(x) = boHo(x) + by Hy () + boHy () + b3 H3(x) + bge™2* 3)

where by......by are constants and Hy(z), Hi(z), H2(x), and Hs(z) are the first, second, third and
fourth Chebyshev polynomials of the first kind. Therefore,

Ho(z) =1 (4)
Hi(z) == (5)
Hy(z) =22 — 1 (6)
H3(z) = 42 — 3z (7)
Using (3)-(7)
F(z) = ag + a1z + az(22? — 1) + az(42® — 3x) + age™>® (8)

Assuming y,, is the numerical estimate to the theoretical solution y(z) and F,, = F(xy, y,), we define
mesh points as

Tpt1 —Xp=h, n=20,1, 2, 3, ...

To obtain undetermined coefficients, the following constants are imposed on the interpolating poly-

nomial (8). Interpolating function must coincide with theoretical solution at = z, and = 2,41

F(x,) = ag + arz, + az(222 — 1) + az(423 — 31z, + age”22n )
and
F(zn,+1) = ap + a1z, + 1 4 a2 (2, + 12 — 1) + as(4z, + 13 — 31, + 1)+ age—2ont1 (10)

The derivatives F'(z), F"(x), F"(x), F"" coincide with f,, f/, f/, f
respectively.

Fla,) = fa (11)
F'(zn) = f} (12)

F,//(:En) — 1 (13)
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F'(zy) = £ (14)
Therefore
F'(2) = a1 + 4agx, + az(1222 — 3) — 2a4e,%* = fn (15)
F'(z) = 4as + a3(24x,) + dage 2 = f/ (16)
F"(z) = 24a3 — 8ay — 4e 2 = f/ (17)
F®(z) = 16a4e” 2 = f (18)
From (18),
f///
U= T6e2en (19)
Substituting (19) into (17), we obtain
2fl/ + fl//
— n n 2
ay =2t (20)

Now substituting (19), (20) into (16), we obtain
_ AfL —Anhfy = 2nhfi — f

21
az G (21)
In order to obtain a;, we substitute (19), (20) and (21) into (15). then one obtains

_ N / (nh)2 1 " (nh)2 @ 3 "

The undetermined coefficients a; a2 ag and a4 are given by (19), (20), (21) and (22). By definition,

the mesh points z,, and x,; are given by
Tn = xo + nh (23)
Tny1 =20+ (n+1)h (24)

Let o = 0 from (23) and (24), we obtain

Tp =nh,zp,+1=(n+1)h

Thus,
Tpy1 —xp = (n+1)h—(nh) =h (25)
a2 — a2 = [(n+ l)hQ} — (nh)? =h2(2n+1) (26)
Th o — T = [(n+ 1)h3} — (nh)® = B3(3n* + 3n 4 1) (27)

Subtracting (9) from (10), we obtain
F(xp+1) = F(x,) = ao + ayzn + 14 a2(222 +1 1) + az(dad +1 -3z, + 1

+ a4e(_2x"+1)) — {ao + a1z, + ag(Zac?1 —-1)+ a3(4w$’l —3x,) + a4e_(2xn)]
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F(n+1)— F(z,) = ai(wn + 1 — 2,) + a2(222 + 1 — 222)

+ ag [4zn, + 1 — 4a3 — 3z, + 1+ 3zn)] + ag(e( 72t _ o(Z2an)) (28)
Substituting (25), (26) and (27) into (28), we have
ai(h) + 2ash*(2, + 1) + a3 [4h3(3n* + 3n + 1) — 3h] + a4 [e—@"“)h - e<—2"h>} (29)

From (19), (20), (21) and (22) with x,, = nh, we have

"

a4 = 166(757“1) (30)
2f0 + I
az = % (31)
4fn o 4nhf” - thf’” ///
B 16 (32)
nh)? 1 nh)? nh 3
—fn—nhfh[( 2) +8}f{{+[( 4) +(4)+16]f,’{’ (33)
Then, substituting (30), (31), (32) and (33) into (29), we have
_ / (nh)? o (nh)* | (nh) ERNY
! " _ " " // "
<4f” Anhfy = 2nhfy’ = Jn > 2h2(2, + 1) 4 2In FIn [4h%(3n® + 3n 4 1) — 34]
16 48
+ fr/L// |: —(2n+1)h (—2nh)i| _ F( ) F( ) 34
16e(—2nh) € —€ - Tn+1) — Tn ( )

Simplifying (34) yields

! " " " —2h
o) — F(en) = hfn + 12 [J; - f] e {f i o } n [ - 1} " (3s)

8 6 12 8 16 16
Let
F(anrl) - F(xn) = Yn+1 — Yn (36)
Therefore,
f " 5 " " h 6—2}1 1 "
il = UYn + hfn + B2 |22 — I R | in 4 dn = S 7
Ynt1 = Yn + hfn + {2 st et st e 1l (37)

Thus, (37) is the newly derived numerical method from the combination of both exponential function

and Chebyshev polynomial of the first kind
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3. ANAaLysis oF THE NEwLY DERIVED NUMERICAL METHOD

3.1. Convergence property of the derived method. The convergence property of the newly derived

method is presented in the result below.

Theorem 1. Let y;; be defined as a point in the interior of the interval whose end points are y,, and yy,. Applying

the mean value theorem, then the derived scheme (37) is convergent and the increment function is Lipschitzian.

Proof. The newly derived scheme is simplified as

Yn+1 — Yn :h(fn+D1f7lz+D2f1/1,+D3frlz”) (38)
with
h h? h3
D1=§,D2=§, 3= 7 (39)

Comparing equation (39) with the general one-step method, we have the increment function defined

as
(2, y;h) = f (20, yn) + D1f (@n,yn) + Do f"(@n, yn) + Daf" (20, yn) (40)
Similarly,
G (@, Yn) = f(@n,9n) + D1f (@n,¥n) + Daf" (0, yn) + Dsf" (@n, Yn)
Therefore,
(2, y:h) = (@n, Yn) = [ (@n,yn) = [(@n, ¥n)] + Dilf (@0, yn) = f' (20, Yn)]
+ Da[f" (@, yn) — " (@0, yn)] + Dslf" (@n, yn) = f7 (@0, yn)] (41)
Where

Fenyn) — fang) = sup  DLEmY) (o by~ )

(xn 7yn)€D 8y

— 8 ! xna *’I’L
J (@n,yn) — f/(xmyn) = sup w
(xnvyn)eD Yy

A (xn, y*n)

(yna Un) = Q(yn — gn) (42)

f//(xm yn) - f”(l'm gn) = ( Suf)) b T(yny Zjn) = R(yn - gn)
Tn,Yn)E
_ 0 3 T, Y*n _ _
f”l(mna yn) - f’"(a:n,yn) = ( SuI)) b f(ayy)(ymyn) = S(yn - yn)
Tn,Yn)E

Thus, substituting (42) into (41) and taking modulus, yields
(2, y;h) — d(@n, yn)| = [(P + D1Q + D2R + D3S)(yn — )|

|®(2n, y;h) — ¢(xn, yn)| < [(P+ D1Q + DaR + D3S)||(yn — Un)|
Hence,

| @(2n, y:h) = (@n, Un)| < Llyn — ynl, L = [(P + D1Q + D2 R + D35)| (43)
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This completes the proof. 0

3.2. Local truncation error (LTE) of the derived method. To find the order of the scheme derived, the
derived numerical scheme is subtracted from Taylor’s series expansion for y(z) in power of h which is

illustrated as follows:

Y2 + 1) = y(z,) + hyll(f") + hyl;(f”) + hy";(!x”) + hyil(f”) +O(h°) (44)
By (11), (12), (13), (14), we obtain
Fl(wn) = y'(zn) = fa (45)
F'(zn) = y"(zn) = fi, (46)
F"(2) = y" (2n) = f) (47)
FP(zn) =y (0) = f/ (48)

Using (45) - (48) and (37), then we obtain

LTE = y(xn + h) — Yn+1

_ |:y(xn) + hyl(*'xn) + hy/;('xn) + hy”;(!xn) hy“:l(xn) +O(h5):| (49)

—[yn+hfn+h2<fl—f;>+h <f6//+§;/>+<8+ — (e 1))]

Replacing ¢~ 2" by Maclaurin’s series and implifying further, we obtain our local truncation error with

the leading term containing h°.

LTE = O(h®)
. This shows that our newly derived scheme is of order four.

3.3. Consistency property of the method. A numerical method is said to be consistent if ¢(x,,, yn; h) =

fn- From the derived scheme, we have

h? h? h3 h 1
Ynir = Yo+ hfat S fn = S T f’” (e =1)| f (50)
2 8 16
. Thus,
- 1 n / " n
o —fn+h<f—f>+h2<f” Iy >+f”’+.... (51)
From the RHS, the increment function is obtained as:
1 n 9 n 4h2
i) = o+ (5= 20 e (g 20) 4 S (52)

Therefore, as h — 0, (52) becomes

?b(xnayn;o) = fn (53)
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Equation (53) confirms the consistency of the derived method.
3.4. Stability of the derived Method. Consider the test problem
y=-x y(0)=1 (54)
In which its theoretical solution is given as
Az

y(z) =e 7, A>0

where ) is in general a complex constant. The exact solution of (54) at point x = 41 is

Y1) = et (55)

From the derived method (37)

)\2 —ATn )\4 — AT
Ynt1 = Yn + h[—Ae ] + b2 { 62 B 68 ] (56)
—XeMn  \de~ATn h (6_2}7‘) -1
h3 v )\4 —AZn
i T } * [8 16 ] ‘
Let
e =g, (57)
Then (56) becomes
hZA2 RZAY B3N R |
el =Yn |1 — A — — -\ 58
Yntl =Y Tyt 6 12 (8 16 )] (58)
Setting
R2AZ R2ME B3NS B3NS ho el=2h) 1
B=1-M\h — A 59
Tt 8 6 Tt 8 16 (59)
Therefore, (58) yields
Yn+1 = Byn (60)

Comparing (55) and (59), show the factor D is merely an approximation for the factor e~*" in the
exact solution. The factor D error growth can be control by ||D|| < 1, in order for the error not to be

magnify. Therefore, the stability of the derived method requires that

R2AZ RN RAXS RNt (R e 1,
Bl=11- _ e — <1 61
18] A 2 * 8 6 + 12 8 16 A - (61)
Also, let ¢ = hJ, the stability function of the derived method is given by
2 2)\2 3 3)\ h 672h -1 4
B=1-(C+>4+2>2 > >2 (2 = -
Tty 6+12+(8 16 >(M
2 3 4 (62)
¢ ¢ ¢
—1—(+> -2 2>
¢t 2 6 + 24
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This shows that the derived method is absolutely stable. Alternatively, the stability property of the

derived method is given by the following result [15].

Theorem 2. Let y,, = y(xy,) and M, = M (x,,) be two different numerical solutions of differential equation
y! = f(z,y) with initial conditions as y(xo) = o and M (xo) = &, respectively. If the numerical estimates are

generated by interpolation scheme derived, we have
Yn+1 = Yn + hd(Tn, Yn; h)

Mn+1 = Mn + h¢($n, My, h)

The condition that |yp4+1 — myy1| < Wla — | is the necessary and sufficient condition that our derived scheme

is stable and convergent
Proof. From the derived method, we have that
Ynt1 = Yn + F(@n, 4n) + D1f (20, yn) + Daf" (0, yn) + Daf"” (0, yn)
Also, define
Mp+1 = My + f(Tn,mp) + D1 f (xn, mp) + Daf”(xn, mpn) + Dsf" (2, my)
Therefore,

Ynt1 — Mnt1 = Yn — M+ [f @0y yn) — F(@nmn)] + D1 [f/ (@0, yn) — [ (@0, M)

+ Do [f”(xm yn) - f//(xm mn)] + D3 [f”/(xm yn) - f”/(xm mn)] (63)

Apply the mean value theorem with an assumption that y;; is a point in the interval whose end points

are y, and m,,. we have
Yn+1 — Mp41 = (1+P+D1Q+D2R+D3s)(yn_mn) (64)

Taking absolute value of (64), yields

Y1 — mn + 1| < |1+ P+ D1Q 4 DoR + D3S||y, — my, (65)
Let
|1+ P+ D1Q + DR+ D3S| = W, yn(x0) = a,mn(z0) = @ (66)
Hence,
[Yn+1 — Mny1| < Wla — & (67)

This establishes the proof. 0
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4. NumericaL ExamMpPLES

Example 1. Consider an initial value problem:

dy _

il 0<z<1, (68)

whose exact solution is
y(z) = e”. (69)

TasLE 1. Table of results for comparison

h XN NNM PJS ES
0.1 1.0000 2.718279744135 2.718277728147 2.718281828459
0.05 1.0000 2.718281692656 2.718281559098 2.718281828459
0.025 1.0000 2.718281819793 2.718281811199 2.718281828459
0.0125 1.0000 2.718281827912 2.718281827367 2.718281828459

TabLE 2. Table of results for comparison

h XN  AE(NNM) AE(PJS)
0.1  1.0000 0.000002084324 0.000004100312
0.05 1.0000 0.000000135803 0.000000269361
0.025 1.0000 0.000000008666 0.000000017260
0.0125 1.0000 0.000000000547 0.000000001092

== AE(NNM) == AE(PJS)

0.000005000000 -

0.000004000000 —

0.000003000000

0.000002000000

Absolute Error

0.000001000000

0.000000000000

T f T
01 0.05 0.025 0.0125

h (Step size)

Ficure 1. The comparative absolute errors analyses using Table 2
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Example 2. Suppose an investment fund is growing continuously at a rate of 5% per year. The initial
investment made was G H ¢100. What is the value of the investment after 7 years?
Using the continuous growth model, the value of the investment after 7 years can be modeled by the

first-order differential equation:

d‘;it) =rV(t), V(0)=100, (70)

where V' (t) represents the value of the investment at time ¢ and » = 0.05 is the rate. Solving this

differential equation using separation of variables, the exact solution is

V(t) =100 %95 (71)

TabLE 3. Table of results for comparison

h XN NNM PJS ES
0.1 7.0000 141.906754859068 141.906754854005 141.906754859326
0.05 7.0000 141.906754859310 141.906754858990 141.906754859326
0.025 7.0000 141.906754859324 141.906754859305 141.906754859326
0.0125 7.0000 141.906754859326 141.906754859324 141.906754859326

TaBLE 4. Table of results for comparison

h XN  AE(NNM) AE(P]S)
0.1  7.0000 0.000000000258 0.000000005321
0.05 7.0000 0.000000000016 0.000000000336
0.025 7.0000 0.000000000001 0.000000000021
0.0125 7.0000 0.000000000000 0.000000000002

= AE(NNM) == AE(PJS)

0.000000006000 —

0.000000004000

Absolute Error

0.000000002000

0.000000000000 } \\1 |

T T
0.1 0.05 0.025 0.0125

h (Step size)

Ficure 2. The comparative absolute errors analyses using Table 4
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Example 3. Suppose there is a group of bacteria reproducing at a rate of 0.8 per hour per individual. If
there are no limitations to the growth of the colony, how many bacteria will there be after one hour?
The growth of the colony can be represented by a first-order differential equation of the form

AN (t)

=\ _ N
dt r (t)7

N(0) = 1000, (72)

where N (t) represents the number of bacteria at time ¢, r is the rate of growth per individual per hour.
The exact solution is obtained as

N(t) = 1000 "5 . (73)

TabLE 5. Table of results for comparison

h XN NNM PJS ES
0.1  1.0000 2225.540359928990 2225.539670205250 2225.540928492460
0.05 1.0000 2225.540891754530 2225.540846515410 2225.540928492460
0.025 1.0000 2225.540926157780 2225.540923261220 2225.540928492460
0.0125 1.0000 2225.540928345320 2225.540928162100 2225.540928492460
TasLE 6. Table of results for comparison
h XN AE(NNM) AE(P]S)
0.1  1.0000 0.000568563474 0.001258287212
0.05 1.0000 0.000036737933 0.000081977051
0.025 1.0000 0.000002334681 0.000005231242
0.0125 1.0000 0.000000147141 0.000000330365
== AE(NNM) == AE(P.JS)

0.001500000000

0.001000000000 +

0.000500000000 +

Absolute Error

0.000000000000 }
0.

T : T
0.025 0.0125

N

0.05

h (Step size)

Ficure 3. The comparative absolute errors analyses using Table 6
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Example 4. Suppose we have a sample of radioactive material with an initial mass of 500 grams. The
half-life of the material is 10 days. How much radioactive material will be left after 30 days have
elapsed? Radioactive decay can be modeled by the exponential decay equation:

AN (t)
dt

— —AN(t), N(0) =500, (74)

where N (¢) is the amount of radioactive material remaining at time ¢ and \ is the decay constant. The

half-life is 10 days, so the decay constant is

In(2)
10

A= ~ 0.0693 .
Solving this differential equation using separation of variables, the exact solution is
N(t) = 500 ¢~ 00693t (75)

TasLE 7. Table of results for comparison

ES
62.527602448357
62.527602448357
62.527602448357
62.527602448357

h XN
0.1  30.0000
0.05 30.0000
0.025 30.0000
0.0125 30.0000

NNM PJS
62.527602450870 62.527602415162
62.527602448514  62.527602446271
62.527602448367 62.527602448227
62.527602448358 62.527602448348

TabLE 8. Table of results for comparison

h XN

AE(NNM)

AE(P]S)

0.1  30.0000
0.05 30.0000
0.025 30.0000
0.0125 30.0000

0.000000002513
0.000000000157
0.000000000010
0.000000000001

0.000000033195
0.000000002086
0.000000000130
0.000000000009

0.000000040000

0.000000030000

0.000000020000 4+

Absolute Error

0.000000010000 +

0.000000000000

== AE(NNM) == AE(P.JS)

, T

FiGure 4.

I
T T
0.1 0.05

h (Step size)

f f
0.025 0.0125

The comparative absolute errors analyses using Table 8
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5. DiscussioN oF Resurts AND CONCLUDING REMARKS

The results presented in Tables 1, 3, 5 and 7 and Tables 2, 4, 6 and 8 indicate that the proposed
numerical method is more accurate than the PJS method [28] in terms of accuracy and convergence,
respectively. Moreover, an analysis of the computational progress with different step sizes, as depicted
in Figures 1, 2, 3, and 4, reveals that the proposed method incurs smaller errors compared to the PJS
method. Also, this finding is further supported by Figures 1 to 4, which demonstrates that the proposed
method closely aligns with the exact solution as the step size decreases. It can be concluded that the
proposed method indeed exhibits fourth-order accuracy. Therefore, the proposed numerical method

represents an improvement over the PJS method [28].
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