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Abstract. We present a new modified viscosity technique in this article for solving the solution of the
system of variational inequality problem, as well as the fixed point of single-valued ρ-strictly pseudocontrac-
tive mappings and finite families of multi-valued quasi-nonexpansive mappings within real Hilbert spaces.
Using our iterative method, we establish a strong convergence result for approximating the solution of the
aforementioned problems without any strict condition being imposed. We present some consequences
and applications to validate our main result. Our result complements and generalizes some related results
in literature.
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1. Introduction

Let C and Q be nonempty, closed and convex subsets of real Hilbert spaces H1 andH2, respectively.
The Split Feasibility Problem (SFP) introduced in 1994 by Censor and Elfving [8] is to find a point

x ∈ C such that Ax ∈ Q, (1)

whereA is anm×n real matrix. The SFP is widely used in various domains, including signal processing,
radiation therapy treatment planning, medical image reconstruction and phase retrieval, (for example
see [1, 3, 5, 8, 12] and the references therein).
Based on SFP (1), Censor et al. [11] introduced the following Split Variational Inequality Problem
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(SVIP) which is to find x∗ ∈ C such that

〈f(x∗), x− x∗〉 ≥ 0, ∀ x ∈ C, (2)

and such that

y∗ = Ax∗ ∈ Q solves 〈g(y∗), y − y∗〉 ≥ 0, ∀ y ∈ Q; (3)

where f and g are given mappings. Several authors working in this approach have taken a look at the
split common fixed point problem (SCFPP), which is an extension of the SFP (1), (see [2, 13, 15–17,20]
and the references contained in). LetH1 andH2 be real Hilbert spaces and A : H1 → H2 be a bounded
linear operator. Let S : H1 → H1 and T : H2 → H2 be two mappings with nonempty fixed point sets
F (S) and F (T ), respectively. The SCFPP is to find a point

x ∈ F (S) such that Ax ∈ F (T ). (4)

Observe that when we set S := PC and T := PQ to be metric projections where PC and PQ, SCFPP (4)
reduces to SFP (1).
For solving (2)-(3), Censor et al. [7] introduced the following iterative algorithm:

xn+1 = PC(I − λf)(xn + γnB
∗(PQ(I − g)Bxn)),

for each n ∈ N. They demonstrated that there is a high convergence of the sequence produced by their
technique to (2)-(3).
Recently, Tian and Jiang [21] introduced the following iterative method for approximating solution of
(2)-(3): 

yn = PC(xn − γnB∗(I − T )Bxn),

tn = PC(yn − λnf(yn)),

xn+1 = PC(yn − λnf(tn)),

for each n ∈ N, where {γn} ⊂ [c, d] for some c, d ∈ (0, 1
k ), B is a bounded linear operator and T is a

nonexpansive mapping. They also established a weak convergence result.
In this article, we consider the following problem:

find p ∈ C :=
m⋂
i=1

F (Vi) such that 〈Si(p), q − p〉 ≥ 0

∀ i = 1, 2, · · · ,m, q ∈ C,

and y∗ = Bx∗ := F (T ),

(5)

where B : H1 → H2 is a bounded linear operator, Vi : H1 → CB(H1) is a finite family of quasi-
nonexpansive mappings and Si : H1 → H1 is a finite family of σi-ism mappings.
Motivated by the results of [7], [21] and other related results in the literature. We introduced the
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split common fixed point problem of finite family of multi-valued quasi-nonexpansive and strictly
pseudocontractive mapping together with a system of variational inequality problem in the framework
of real Hilbert spaces. We establish a strong convergence result using a modified viscosity iterative
method without imposing any compactness condition. In addition, we state some corollary and
application to validate our main result. The result presented in this paper extends many related results
in the literature.

2. Preliminaries

We present a few well-known and helpful results that are required for the main theorem’s proof. We
indicate strong and weak convergence in the sequel by "→" and "⇀", respectively.
AssumeH to be a real Hilbert space, letC be a closed nonempty and convex subset ofH . Let T : C → C

be a single-valued mapping, then a point x ∈ C is called a fixed point of T if Tx = x. However, if T is a
multi-valued mapping, then a point x ∈ C is called a fixed point of T , if x ∈ Tx. We denote by F (T ),
the set of all fixed points of T .
A single-valued mapping T : H → H is called
(i) nonexpansive, if

||Tx− Ty|| ≤ ||x− y||, ∀ x, y ∈ H; (6)

(ii) strongly nonexpansive, if T satisfies (i) and

lim
n→∞

||(xn − yn)− (Txn − yn)|| = 0,

whenever {xn} and {yn} are bounded sequences in H and

lim
n→∞

(||xn − yn|| − ||Txn − Tyn||) = 0;

(iii) averaged nonexpansive, if it can be written as

T = (1− α)I + αS,

Here, I is the identity operator on H , α ∈ (0, 1), and S : H → H is a nonexpansive mapping,
(iv) firmly nonexpansive , if

||Tx− Ty||2 ≤ 〈x− y, Tx− Ty〉, ∀ x, y ∈ H;

(v) k-strictly pseudocontractive, if for 0 ≤ k < 1,

||Tx− Ty||2 ≤ ||x− y||2 + k||(I − T )x− (I − T )y||2, ∀ x, y ∈ H;

(vi) monotone, if

〈Tx− Ty, x− y〉 ≥ 0, ∀ x, y ∈ H;
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(vii) α-inverse strongly monotone (α-ism) if a constant α > 0 exists and

〈Tx− Ty, x− y〉 ≥ α||Tx− Ty||2, ∀ x, y ∈ H.

For H being a real Hilbert space , one can easily see that (v) is equaivalent to

〈Tx− Ty, x− y〉 ≤ ||x− y||2 − 1− λ
2
||(I − T )x− (I − T )y||2.

The intimate relationship between the class of pseudocontractive mappings and the well-known class
of monotone mappings makes them particularly noteworthy. The zeroes of the monotone mapping
A := I − T are fixed points of the pseudocontractive mapping T .
Numerious writers have examined the category of strictly pseudocontractive mappings and the class of
nonexpansive mappings together with certain optimization problems, (see [4, 9, 10] and the references
contained in). Let C be a closed, nonempty, convex subset ofH , the real Hilbert space. There is a single
nearest point PCx in C such that

||x− PCx|| ≤ ||x− y||, ∀ y ∈ C

exists for each point x ∈ H .
PC is called the metric projection ofH onto C and it is well known that PC is a nonexpansive mapping
of H onto C that satisfies the inequality:

||PCx− PCy|| ≤ 〈x− y, PCx− PCy〉.

Moreover, PCx is characterized by the following properties:

〈x− PCx, y − PCx〉 ≤ 0,

and

||x− y||2 ≥ ||x− PCx||2 + ||y − PCx||2, ∀ x ∈ H, y ∈ C.

Let CB(C) denote the family of nonempty closed bounded subset of C, the Hausdorff metric on CB(C)

is defined by

H(A,B) = max
{

sup
x∈A

d(x,B), sup
y∈B

d(y,A)
} for A,B ∈ CB(C),

where d(x,C) = inf{||x− y|| : y ∈ C}.
A multi-valued mapping T is said to be L-Lipschitzian if there exists L > 0 such that

H(Tx, Ty) ≤ L||x− y||, x, y ∈ C. (7)

In (7), if L ∈ (0, 1), then T is called a contraction while T is called nonexpansive if L = 1.
Also, T : C → CB(C) is said to be quasi-nonexpansive, if F (T ) 6= ∅ and

H(Tx, Ty) ≤ ||x− y||, ∀ x ∈ C, y ∈ F (T ).
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We now state some of the results needed to establish our strong convergence result.
Lemma 2.1 [26] Let H be a real Hilbert space, then for all x, y ∈ H and α ∈ (0, 1), the following
inequalities holds:

||αx+ (1− α)y||2 = α||x||2 + (1− α)||y||2 − α(1− α)||x− y||2.

2〈x, y〉 = ||x||2 + ||y||2 − ||x− y||2 = ||x+ y||2 − ||x||2 − ||y||2.

Lemma 2.2 [22] Let H be a real Hilbert space and T : H → H be a nonlinear mapping, then the
following hold.
(i) f is nonexpansive if and only if the complement I − f is 1

2 -ism.
(ii) f is ν-ism and γ > 0, then γf is ν

γ -ism.
(iii) f is averaged if and only if the complement I − f is ν-ism for some ν > 1

2 . Indeed, for β ∈ (0, 1), f
is β-averaged if and only if I − f is 1

2β -ism.
(iv) If f1 is β1-averaged and f2 is β2-averaged, where β1, β2 ∈ (0, 1), then the composite f1f2 is β-
averaged, where β = β1 + β2 − β1β2.
(v) If f1 and f2 are averaged and have a common fixed point, then F (f1f2) = F (f1) ∩ F (f2).
Lemma 2.3 [21] Let H1 and H2 be real Hilbert spaces. Let C be a nonempty, closed and convex subset
ofH1. Let S : H2 → H2 be a nonexpansive mapping and let B : H1 → H2 be a bounded linear operator.
Suppose that C ∩B−1F (S) 6= ∅. Let γ > 0 and x∗ ∈ H1. Then the following are equivalent.

(i) x∗ = PC(I − γB∗(I − S)B)x∗;

(ii) 0 ∈ B∗(I − S)Bx∗ +NCx
∗;

(iii) x∗ ∈ C ∩B−1F (S).

. Lemma 2.4 [18] Let E be a uniformly convex Banach space, Br(0) := {x ∈ E : ||x|| ≤ r} be a closed
ball with center 0 and radius r > 0. Then there exists a continuous strictly increasing and convex
function g : [0,∞)→ [0,∞) with g(0) = 0 such that∥∥∥∥ m∑

n=1

λnxn

∥∥∥∥2

≤
m∑
n=1

λn||xn||2 − λiλjg(||xi − xj ||)

for any i, j ∈ N, i < j, where {x1, x2, · · · , xm} ⊂ Br(0) and λn ≥ 0,
m∑
n=1

λn = 1.
Lemma 2.5 [23] LetH1 andH2 be real Hilbert spaces. Let B : H1 → H2 be a bounded linear operator
with B 6= 0, and S : H2 → H2 be a nonexpansive mapping. Then B∗(I − S)B is 1

2||B||2 -ism.
Lemma 2.6 [24] LetC be a nonempty, closed and convex subset of a real Hilbert spaceH and T : C → C

be a nonexpansive mapping. Then I − T is demiclosed at 0, i.e., if {xn} converges weakly to x ∈ C and
{xn − Txn} converges strongly to 0, then x = Tx.
Lemma 2.7 [25] LetH be a real Hilbert space and S : H → H be k-strictly pseudocontractive mapping
with k ∈ [0, 1). Let Tµ := µI + (1− µ)S, where µ ∈ [β, 1). Then,
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(i) F (S) = F (Tµ),

(ii) Tµ is a nonexpansive mapping.
Lemma 2.8 [6] Let C be a nonempty, closed and convex subset of a real Hilbert space H . Given x ∈ H
and z ∈ C. Then z = PCx if and only if the following inequality holds.

〈x− z, z − y〉 ≥ 0, ∀ y ∈ C.

Lemma 2.9 [19] Let {αn} be sequence of nonnegative real numbers, {an} be sequence of real numbers
in (0, 1) such that

∞∑
n=1

an =∞ and {bn} be a sequence of real numbers. Assume that

an+1 ≤ (1− αn)an + αnbn, ∀ n ≥ 1.

If lim sup
k∈∞

bnk
≤ 0 for every subsequence {ank

} of {an} satisfying the condition

lim inf
k∈∞

(ank+1
− ank

) ≥ 0,

then lim
k→∞

ak = 0.

3. Main Results

In this article, we modified viscosity technique for solving the solution of the system of variational
inequality problem, as well as the fixed point of single-valued ρ-strictly pseudocontractive mappings
and finite families of multi-valued quasi-nonexpansive mappings within real Hilbert spaces. We also
establish a strong convergence result, present some consequences and application to validate our result.
Our main result is stated as follows:
Theorem 3.1 Let H1 and H2 be a real Hilbert spaces and C and Q be nonempty, closed and convex
subsets of H1 and H2 respectively. Let T : H2 → H2 be ρ-strictly pseudocontractive mapping and
B : H1 → H2 be a bounded linear operator with B∗ being the adjoint of B such that B 6= 0. Let
Vi : H1 → CB(H1) be a finite family of multi-valued quasi-nonexpansive mappings and for each
i ≥ 1, Vi is demiclosed at 0 and

m⋂
i=1

F (Vi) 6= ∅. For i = 1, 2, · · · ,m, Si : H1 → H1 be finite σi-inverse

strongly monotone mappings. Assume that ∆ := {q ∈
m⋂
j=1

(F (Vi) ∩ S−1
i (0)) : Bq ∈ F (T )} is nonempty

and g : H1 → H1 is a contraction mapping with coefficient µ ∈ (0, 1), then the sequence {xn} generated
for arbitrary x1, u ∈ H1 is defined by:

un = PC(xn − γnB∗(I − Uγ)Bxn),

yn = (I − α(m)λ
(m)
n Sm) ◦ · · · ◦ (I − α(2)λ

(2)
n S2) ◦ (I − α(1)λ

(1)
n S1)un

xn+1 = ηng(yn) + (βn,0 − ηn)yn +
m∑
i=1

βn,iz
i
n,

(8)

where Uγ := γI + (I − γ)T with γ ∈ [ρ, 1), zin ∈ Viyn, {γn} ⊂ [a, b] for some a, b ∈ (0, 1
‖B‖2 ) and

{ηn}, {βn,i} are sequences in (0,1) that satisfy the following conditions:
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(i) lim
n→∞

ηn = 0 and
∞∑
n=1

ηn =∞,

(ii) for each i ≥ 1, lim inf
n→∞

βn,0βn,i > 0 and ηn < βn,0 for each i ≥ 1,

(iii) for each p ∈
m⋂
i=1

F (Sj), Sjp = {p}, for each i ≥ 1,

(iv) {α(i)λ(i)} ⊂ [ai, bi] ⊂ (0, 2σi), for each i ≥ 1.

Then the sequence {xn} converges strongly to q = P∆g(q).
Proof. From Lemma 2.5, Lemma 2.2 (ii), (iii) and (iv), we obtain that PC(I − γnB∗(I − Uγ)B) is
1+γn||B||2

2 -averaged. This implies that PC(I−γnB∗(I−Uγ)B) = (1− δn)I+ δnUn, where δn = 1+γn||B||2
2

and Un is nonexpansive for each n ≥ 1. Thus, un can be re-written as

un = (1− δn)xn + δnUnxn. (9)

Also, let 

ψ
(1)
n = (I − α(1)λ

(1)
n S1)un

ψ
(2)
n = (I − α(2)λ

(2)
n S2)ψ

(1)
n

...

ψ
(m)
n = yn = (I − α(m)λ

(m)
n Sm)ψ

(m−1)
n .

(10)

Now, by applying Lemma 2.5 and the fact that S1 is σ1-inverse strongly monotone, then we can rewrite
ψ

(1)
n as

ψ(1)
n = (1− θ(1)

n )un + θ(1)
n D(1)

n un, (11)

where D(1)
n is a nonexpansive mapping and θ(1)

n = α(1)λ
(1)
n

2σ ∀ n ∈ N. From (11) and Lemma 2.1, it is
obvious that

‖ψ(1)
n − p‖2 = ‖(1− θ(1)

n )un + θ(1)
n D(1)

n un − p‖2

≤ (1− θ(1)
n )‖un − p‖2 + θ(1)

n ‖D(1)
n un − p‖2 − θ(1)

n (1− θ(1)
n )‖D(1)

n un − un‖2

≤ ‖un − p‖2 − θ(1)
n (1− θ(1)

n )‖D(1)
n un − un‖2. (12)

Following the same argument as in (12) for i ∈ {2, 3, 4, · · · ,m},we obtain

‖ψ(i)
n − p‖2 ≤ ‖ψ(i−1)

n − p‖2 − θ(i)
n (1− θ(i)

n )‖Di
nψ

(i−1)
n − ψ(i−1)

n ‖2. (13)

From (11) and Lemma 2.1, we obtain that

‖un − p‖2 = ‖(1− δn)xn + δnUnxn − p‖2

≤ (1− δn)‖xn − p‖2 + δn‖Unxn − p‖2 − δn(1− δn)‖Unxn − xn‖2

≤ ‖xn − p‖2 − δn(1− δn)‖Unxn − xn‖2. (14)
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Using (8), the convexity of ‖.‖2 and the Cauchy-Schwarz inequality, we have

‖xn+1 − p‖2 = ‖ηng(yn) + (βn,0 − ηn)yn +

m∑
i=1

βn,iz
i
n − p‖2

= ‖(βn,0 − ηn)(yn − p) +

m∑
i=1

βn,i(z
i
n − p) + ηn(g(yn)− p)‖2

≤ (βn,0 − ηn)‖yn − p‖2 +

m∑
i=1

βn,i‖zin − p‖2 + ηn‖g(yn)− p‖2

≤ (βn,0 − ηn)‖yn − p‖2 +

m∑
i=1

βn,i(d(zn,i, Vi(p)))
2 + ηn‖g(yn)− g(p) + g(p)− p‖2

≤ (βn,0 − ηn)‖yn − p‖2 +

m∑
i=1

H2(Viyn, Vip) + ηn
[
‖g(yn)− g(p)‖2

+ ‖g(p)− p‖2 + 2〈g(yn)− g(p), g(p)− p〉
]

≤ (βn,0 − ηn)‖yn − p‖2 +

m∑
i=1

βn,i‖yn − p‖2 + ηn
[
‖g(yn)− g(p)‖2

+ ‖g(p)− p‖2 + 2‖g(yn)− g(p)‖ ‖g(p)− p‖
]

≤ (1− ηn)‖yn − p‖2 + 2ηn
[
µ2‖yn − p‖2 + ‖g(p)− p‖2

]
. (15)

On substituting (12) and (13) in (15), we get

‖xn+1 − p‖2 ≤ (1− (1− 2µ2)ηn)
[
‖un − p‖2 − θ(1)

n (1− θ(1)
n )‖D(1)

n un − un‖2

· · · − θ(m)
n (1− θ(m)

n )‖D(m−1)
n ψ(m−1)

n − ψ(m−1)
n ‖2

]
+ 2ηn‖g(p)− p‖2 (16)

(1− (1− 2µ2)ηn)‖xn − p‖2 + 2ηn‖g(p)− p‖2

= (1− (1− 2µ2)ηn)‖xn − p‖2 + (1− 2µ2)ηn
2‖g(p)− p‖2

1− 2µ2

≤ max
{
‖xn − p‖2,

2‖g(p)− p‖2

1− 2µ2

}
...

≤ max
{
‖x1 − p‖2,

2‖g(p)− p‖2

1− 2µ2

}
.

Hence, {xn} is bounded. Consequently, {un}, {yn} and {zn} are bounded sequences.
By applying Lemma 2.1 in (8), (12) and (14), we obtain that

‖xn+1 − p‖2 = ‖ηng(yn) + (βn,0 − ηn)yn +

m∑
i=1

βn,iz
i
n − p‖2

= ‖(βn,0 − ηn)(yn − p) +
m∑
i=1

βn,i(z − ni − p) + ηn(g(yn)− p)‖2
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≤ ‖(βn,0 − ηn)(yn − p) +

m∑
i=1

βn,i(z
i
n − p)‖2 + ηn〈xn+1 − p, g(yn)− p〉

≤
[
(βn,0 − ηn)‖yn − p‖+

m∑
i=1

βn,i‖zin − p‖2
]2

+ 2ηn〈xn+1 − p, g(yn)− p〉

≤ (1− ηn)‖yn − p‖2 + 2ηn〈xn+1 − p, g(yn)− p〉

≤ (1− ηn)‖un − p‖2 − (1− ηn)θ(1)
n (1− θ(1)

n )‖D(1)
n un − un‖2

− · · · − (1− ηn)θ(m)
n (1− θ(m)

n )‖D(m−1)
n ψ(m−1)

n − ψ(m−1)
n ‖2 + 2ηn〈xn+1 − p, g(yn)− p〉

≤ (1− ηn)‖xn − p‖2 − (1− ηn)θ(1)
n (1− θ(1)

n )‖D(1)
n un − un‖2

− · · · − (1− ηn)θ(m)
n (1− θ(m)

n )‖D(m−1)
n ψ(m−1)

n − ψ(m−1)
n ‖2

− δn(1− δn)(1− ηn)‖Unxn − xn‖2 + 2ηn〈xn+1 − p, g(yn)− p〉. (17)

Suppose that there exists a subsequence {xnk
} of {xn} satisfying the condition

lim sup
k→∞

{
‖xnk

− p‖2 − ‖xnk+1
− p‖} ≤ 0. (18)

Consider such a sequence, then we obtain from (17) that

lim sup
k→∞

(
δnk

(1− δnk
)(1− ηnk

)‖Unk
xnk
− xnk

‖2
)
≤ lim sup

k→∞

(
(1− ηnk

)‖xnk
− p‖2 − ‖xnk+1

− p‖2

+ 2ηnk
〈xnk+1

− p, g(ynk
)− p〉

)
≤ lim sup

k→∞

(
‖xnk

− p‖2 − ‖xnk+1
− p‖2

)
= − lim inf

k→∞

(
‖xnk+1

− p‖2 − ‖xnk
− p‖2

)
≤ 0. (19)

Since δnk
=

1+γnk
‖B‖2

2 , then by the condition on γnk
, we obtain that

lim
k→∞

‖Unk
xnk
− xnk

‖ = 0. (20)

Following the same approach as in (19), we have

lim sup
k→∞

(
(1− ηnk

)θ(1)
nk

(1− θ(1)
nk

)‖D(1)
nk
unk
− unk

‖2+

· · ·+ (1− ηnk
)θ(m)
nk

(1− θ(m)
nk

)‖D
n
(m−1)
k

ψ(m−1)
nk

− ψ(m−1)
nk

‖2
)

≤ lim sup
k→∞

(
‖xnk

− p‖2 − ‖xnk+1
− p‖2

)
− lim inf

k→∞

(
‖xnk+1

− p‖2 − ‖xnk
− p‖2

)
≤ 0. (21)
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It is obvious from (21) that

lim
k→∞

(
‖D(1)

nk
unk
− unk

‖ = ‖D(2)
nk
ψ(1)
nk
− ψ(1)

nk
‖ = · · · = ‖D(m)

nk
ψ(m−1)
nk

− ψ(m−1)
nk

‖
)

= 0. (22)

From (10) and (22), we have that

lim
k→∞

(
‖ψ(1)

nk
− unk

‖ = ‖ψ(2)
nk
− ψ(1)

nk
‖ = · · · = ‖ynk

− ψ(m−1)
nk

‖
)

= 0. (23)

On summing up (22) and (23), we obtain

lim
k→∞

‖ynk
− unk

‖ = 0. (24)

From Lemma 2.1 and Lemma 2.4, we have

‖xn+1 − p‖2 = ‖ηng(yn) + (βn,0 − ηn)yn +
m∑
i=1

βn,iz
i
n − p‖2

= ‖βn,0(yn − p) +
m∑
i=1

βn,i(z
i
n − p)ηn(g(yn)− yn)‖2

= ‖βn,0(yn − p) +
m∑
i=1

βn,i(z
i
n − p)‖2 + η2

n‖g(yn)− yn‖2

+ 2ηn〈g(yn)− yn, βn,0(yn − p) +
m∑
i=1

βn,i(z
i
n − p)〉

≤ ‖yn − p‖2 − βn,0βn,ih(‖yn − z(i)
n ) + η2

n‖g(yn)− yn‖2

+ 2ηn〈g(yn)− yn, βn,0(yn − p) +
m∑
i=1

βn,i(z
i
n − p)〉

≤ ‖un − p‖2 − βn,0βn,ih(‖yn − zin‖) + ηn
[
ηn‖g(yn)− yn‖2

+ 2〈g(yn)− yn, βn,0(yn − p) +
m∑
i=1

βn,i(z
i
n − p)〉

]
≤ ‖xn − p‖2 − βn,0βn,ih(‖yn − zin‖) + ηn

[
ηn‖g(yn)− yn‖2

+ 2〈g(yn)− yn, βn,0(yn − p) +

m∑
i=1

βn,i(z
i
n − p)〉

]
. (25)

Thus, by applying (18) and using the same approach as in (21), we have

lim sup
k→∞

[
βnk,0βnk,ih‖ynk

− zink
‖
]

(26)

≤ lim sup
k→∞

[
‖xnk

− p‖2 + ηnk

[
ηnk
‖g(ynk

)− ynk
‖+ 2〈g(ynk

)− ynk
, βnk,0(ynk

− p)

+

m∑
i=1

βnk,i(z
i
nk
− p)〉 − ‖xnk+1

− p‖2
]

≤ lim
k→∞

[
‖xnk

− p‖2 − ‖xnk+1
− p‖2

]
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= − lim inf
k→∞

[
‖xnk+1

− p‖2 − ‖xnk
− p‖2

]
≤ 0. (27)

Thus,

lim
k→∞

βnk,0βnk,ih‖ynk
− zink

‖ = 0. (28)

Hence, by condition (2) of (8), we get

lim
k→∞

h‖ynk
− zink

‖ = 0. (29)

Using the condition of h as stated in Lemma 2.4, we obtain that

lim
k→∞

‖ynk
− zink

‖ = 0. (30)

Thus

lim
k→∞

d(ynk
, Viynk

) ≤ lim
k→∞

h‖ynk
− zink

‖ = 0. (31)

Also from (9) and (20), we have

lim
k→∞

‖unk
− xnk

‖ = lim
k→∞

δnk
‖Unk

xnk
− xnk

‖ = 0, (32)

and from condition (1) of (8), we get

lim
k→∞

‖xnk+1
− ynk

‖ = lim
k→∞

ηnk
‖g(ynk

)− ynk
‖ = 0. (33)

From (24) and (32), we obtain

lim
k→∞

‖ynk
− xnk

‖ = 0. (34)

Similarly, from (33) and (34), we obtain that

lim
k→∞

‖xnk+1
− xnk

‖ = 0. (35)

Since {xnk
} is bounded, there exists a subsequence {xnkl

} which converges weakly to q ∈ H1. Also,
since {unk

} and {ynk
} are bounded, there exist subsequences {unkl

} of {unk
} and {ynkl

} of {ynk
}

which converge weakly to q respectively. Now, applying (31) and Lemma 2.6 for i = 1, 2, · · · ,m,we
obtain that q ∈ F (Vi) and thus q ∈

m⋂
i=1

F (Vi). In addition, using (24) and Lemma 2.6, we obtain that
q ∈ S−1

i (0), i = 1, 2, · · · ,m. By Lemma 2.5 and the fact that {B∗(I − Uγ)Bxnk
} is bounded. It then

follows from the firmly nonexpansive property of PC that

||PC(I − γnkl
B∗(I − Uγ)B)xnkl

− PC(I − γB∗(I − Uγ)B)xnkl
||

≤ ‖γnkl
− γ‖ ||B∗(I − Uγ)Bxnkl

|| → 0, l→∞. (36)
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Thus, we obtain from (32) that

lim
k→∞

||unkl
− PC(I − γB∗(I − Uγ)B)xnkl

|| = 0,

which implies from Lemma 2.6 that q ∈ F (PC(I − γB∗(I − Uγ)B)). Hence, by Lemma 2.3, we get
q ∈ C ∩B−1F (Uγ),

which implies that Bz ∈ F (Uγ) = F (T ). Therefore, we conclude that q ∈ ∆.

Next, we show that lim sup
k→∞

〈xnk+1
− q, g(ynkl

) − q〉 ≤ 0, where q = P∆g(q). Now, since {xnkl
} con-

verges weakly to p,we obtain from the property of P∆ and (34) that

lim sup
k→∞

〈xnkl
+1 − q, g(ynkl

)− q〉 = lim
l→∞
〈xnkl

+1 − q, g(xnkl
)− q〉

= 〈p− q, g(p)− q〉.

Hence, we obtain that

lim sup
k→∞

〈xnkl
+1 − q, g(ynkl

)− q〉 ≤ 〈p− q, g(p)− q〉 ≤ 0. (37)

From (17), we have that

‖xn+1 − q‖2 ≤ (1− ηn)‖xn − q‖2 + 2ηn〈xn+1 − q, g(yn)− q〉. (38)

On substituting (37) into (38) and applying Lemma 2.9, we conclude that {xn} converges strongly to q
as required.
We now state some consequences of our main result.
Corollary 3.2 Let H1 and H2 be a real Hilbert spaces and C be a nonempty, closed and convex subset
ofH1. Let T : H2 → H2 be a nonexpansive mapping and B : H1 → H2 be a bounded linear operator
with B∗ being the adjoint of B such that B 6= 0. Let Vi : H1 → CB(H1) be a finite family of multi-
valued quasi-nonexpansive mappings and for each i ≥ 1, Vi is demiclosed at 0 and

m⋂
i=1

F (Vi) 6= ∅.

For i = 1, 2, · · · ,m, S : H1 → H1 be σ-inverse strongly monotone mapping. Assume that ∆ := {q ∈
m⋂
j=1

F (Vi)∩S−1(0) : Bq ∈ F (T )} is nonempty and g : H1 → H1 is a contractionmappingwith coefficient
µ ∈ (0, 1), then the sequence {xn} generated for arbitrary x1, u ∈ H1 is defined by:

un = PC(xn − γnB∗(I − T )Bxn),

yn = (I − αλnSm)un

xn+1 = ηng(yn) + (βn,0 − ηn)yn +
m∑
i=1

βn,iz
i
n,

(39)

where zin ∈ Viyn, {γn} ⊂ [a, b] for some a, b ∈ (0, 1
‖B‖2 ) and {ηn}, {βn,i} are sequences in (0,1) that

satisfy the following conditions:
(i) lim

n→∞
ηn = 0 and

∞∑
n=1

ηn =∞,
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(ii) for each i ≥ 1, lim inf
n→∞

βn,0βn,i > 0 and ηn < βn,0 for each i ≥ 1,

(iii) for each p ∈
m⋂
i=1

F (Sj), Sjp = {p}, for each i ≥ 1,

(iv) {αλn} ⊂ [a, b] ⊂ (0, 2σ).

Then the sequence {xn} converges strongly to q = P∆g(q).

Theorem 3.3 Let H1 and H2 be a real Hilbert spaces, C and Q be nonempty, closed and convex subsets
ofH1 andH2 respectively. Let f : H2 → H2 be θ-inverse strongly monotone mapping andB : H1 → H2

be a bounded linear operator with B∗ being the adjoint of B such that B 6= 0. Let Vi : H1 → CB(H1) be
a finite family of multi-valued quasi-nonexpansive mappings and for each i ≥ 1, Vi is demiclosed at 0

and
m⋂
i=1

F (Vi) 6= ∅. For i = 1, 2, · · · ,m, Si : H1 → H1 be finite σi-inverse strongly monotone mappings.

Assume that ∆ := {q ∈
m⋂
j=1

(F (Vi) ∩ S−1
i (0)) : Bq ∈ V I(Q, f)} is nonempty and g : H1 → H1 is

a contraction mapping with coefficient µ ∈ (0, 1), then the sequence {xn} generated for arbitrary
x1, u ∈ H1 is defined by:

un = PC(xn − γnB∗(I − PQ(I − θf))Bxn),

yn = (I − α(m)λ
(m)
n Sm) ◦ · · · ◦ (I − α(2)λ

(2)
n S2) ◦ (I − α(1)λ

(1)
n S1)un

xn+1 = ηng(yn) + (βn,0 − ηn)yn +
m∑
i=1

βn,iz
i
n,

(40)

where zin ∈ Viyn, {γn} ⊂ [a, b] for some a, b ∈ (0, 1
‖B‖2 ) and {ηn}, {βn,i} are sequences in (0,1) that

satisfy the following conditions:

(i) lim
n→∞

ηn = 0 and
∞∑
n=1

ηn =∞,

(ii) for each i ≥ 1, lim inf
n→∞

βn,0βn,i > 0 and ηn < βn,0 for each i ≥ 1,

(iii) for each p ∈
m⋂
i=1

F (Sj), Sjp = {p}, for each i ≥ 1,

(iv) {α(i)λ(i)} ⊂ [ai, bi] ⊂ (0, 2σi), for each i ≥ 1.

Then the sequence {xn} converges strongly to q = P∆g(q).

Proof. Using Lemma 2.8, we can easily see that q ∈ V I(Q,F ) if and only if z = PQ(I − θf) for ω > 0,

and for θ ∈ (0, 2ω), PQ(I − θf) is nonexpansive. On substituting Uγ = PQ(I − θf) in (8), the result
follows.

4. Application

In this section, we apply our results to solve split minimization problem.

4.1. Computing Split Minimization Problem. For a nonempty, closed and convex subset of a real
Hilbert space H, the convex minimization problem is to find p ∈ C such that

φ(p) = min
x∈C

φ(x), (41)
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where φ is a real-valued convex function. We denote by argminx∈Cφ(x), the solution set of (41).
Lemma 4.1 Let C be a nonempty, closed and convex subset of a real Hilbert space H and φ be a convex
function of H into R. If φ is differentiable, then q is a solution of (41) if and only if q ∈ V I(C,5f).

Proof. Let q be a solution of (41). For each x ∈ C, q + ρ(x− q) ∈ C, ρ ∈ (0, 1). Since φ is differentiable,
we have

〈5φ(q), x− q〉 = lim
ρ→o+

φ(q + ρ(x− q))− φ(q)

ρ
≥ 0.

Conversely, if q ∈ V I(C,5φ), i.e. 〈5φ(q), x− q〉 ≥ 0, ∀ x ∈ C. Since φ is convex, we have

φ(x) ≥ φ(q) + 〈5φ(q), x− q〉 ≥ φ(q).

Hence, q is a solution of (41).
By applying Theorem 3.3 and Lemma 4.1, we obtain the following result:
Theorem 4.2 Let H1 and H2 be a real Hilbert spaces, C and Q be nonempty, closed and convex subsets
of H1 and H2 respectively. Let φ : H2 → R be a differentiable convex function and 5φ be θ-inverse
strongly monotone mapping. Let B : H1 → H2 be a bounded linear operator with B∗ being the adjoint
of B such that B 6= 0. Let Vi : H1 → CB(H1) be a finite family of multi-valued quasi-nonexpansive
mappings and for each i ≥ 1, Vi is demiclosed at 0 and

m⋂
i=1

F (Vi) 6= ∅. For i = 1, 2, · · · ,m, Si : H1 → H1

be finite σi-inverse strongly monotone mappings. Assume that ∆ := {q ∈
m⋂
j=1

(F (Vi) ∩ S−1
i (0)) : Bq ∈

argminy∈Qφ(y)} is nonempty and g : H1 → H1 is a contraction mapping with coefficient µ ∈ (0, 1),

then the sequence {xn} generated for arbitrary x1, u ∈ H1 is defined by:
un = PC(xn − γnB∗(I − PQ(I − θ5 φ))Bxn),

yn = (I − α(m)λ
(m)
n Sm) ◦ · · · ◦ (I − α(2)λ

(2)
n S2) ◦ (I − α(1)λ

(1)
n S1)un

xn+1 = ηng(yn) + (βn,0 − ηn)yn +
m∑
i=1

βn,iz
i
n,

(42)

where zin ∈ Viyn, θ ∈ (0, 2ω), {γn} ⊂ [a, b] for some a, b ∈ (0, 1
‖B‖2 ) and {ηn}, {βn,i} are sequences in

(0,1) that satisfy the following conditions:

(i) lim
n→∞

ηn = 0 and
∞∑
n=1

ηn =∞,

(ii) for each i ≥ 1, lim inf
n→∞

βn,0βn,i > 0 and ηn < βn,0 for each i ≥ 1,

(iii) for each p ∈
m⋂
i=1

F (Sj), Sjp = {p}, for each i ≥ 1,

(iv) {α(i)λ(i)} ⊂ [ai, bi] ⊂ (0, 2σi), for each i ≥ 1.

Then the sequence {xn} converges strongly to q = P∆g(q).

Proof. Putting f = 5φ in Theorem 3.3, we get the desired result by Lemma 4.1.
Remarks 4.3 In our result, it is worth-mentioning that we establish a strong convergence result which
is more desirable to the weak convergence obtained in [7, 21]. Also, we were able to dispense the
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compactness condition during the course of establishing our strong convergence result. Lastly, the
method of proof employed in our article looks simple and understanding.
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