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Abstract. In this paper, we investigate the Linear Constrained Regulation Problem LCRP for discrete-time
delay dynamical systems, with the symmetrical constraints on the control variable and origin of the
input space positioned on the boundary of the constraint’s domain. Our primary aim is to examine the
conditions under which a state feedback law can be established, ensuring both constraints satisfaction on
the control variable and asymptotic stability of the state variable. In our investigation, we consider both
delay-independent and delay-dependent conditions.
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1. Introduction

The regulator problem for linear discrete-time delay dynamical systems with non-symmetrical
constrained control was extensively investigated by many authors, such as Hmamed [24], Benzaouia
and El Faiz [7], Bensalah and Baron [3], and Dorea and Olaru [19]. In all these publications have
considered the origin on the interior of the domain of constraints. So, for the origin situated on
the boundary of the domain of constraints results are needed. Recently, Benzaouia [5], Bistoris and
Olaru [11] and Bistoris et al [12] have considered the linear constrained regulation problem, for discrete
system and continuous system with the origin on the boundary of the domain of constraints. Ou-azzou
and Abdelhak [36] have considered the linear constrained regulation problem, for linear continuous-
time delay system with the origin on the boundary of a symmetrical domain of constraints. In this
paper, we investigate the linear constrained regulation problem for a discrete-time system with delay
and the origin on the boundary of a symmetrical domain of constraints.To resolve this problem we
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choose the postive invariance concept, proposed by Gutman and Hagander [21].
We consider linear discrete-time systems with time delay described by the difference equation:x(k + 1) = A0x(k) +A1x(k − r) +Bu(k), k > 0

x(θ) = ϕ(θ), θ ∈ [−r, 0]
(1)

where x ∈ Rn is the state vector, u ∈ Rm is the input vector, k ∈ T is the time variable and r ∈ N is the
time delay.
Matrices A0 ∈ Rn×n, A1 ∈ Rn×n and B ∈ Rn×m are constant and satisfy the following condition:

(a) (A0, B) is stabilizable in the independent delay case.

(b) (A0 +A1, B) is stabilizable in the dependent delay case.
The control vector u(.) has to satisfy a constraints of the form

u(k) ∈ Ω{υ ∈ Rm| − q 6 υ 6 q}, k ≥ 0 (2)

where q ∈ Rm
+ .

The linear constrained regulation problem (LCRP) consists of finding a linear state feedback control
law u(.) = Fx(.), where F ∈ Rm×n. Such that the constraints (2) are satisfied and the state of system
(1) converge asymptotically to the equilibrium xe = 0, thise is only possible if the domaine

D(F, q, q) = {x ∈ Rn| − q 6 Fx 6 q} (3)

is positively invariant with respect to the system

x(k + 1) = (A0 +BF )x(k) +A1x(k − r), k > 0 (4)

In the most of the preceeding papers, the hypothesis q > 0 is made, that is at least one component of q
is null, or equivalently at least one component of control variable has to satisfy ui ≥ 0 or ui ≤ 0, then
the results of theses papers can’t apply. The objective of our paper is to give a solution of the regulation
problem in this case. So consider the domaine of constraints (3) defined with a vecteur q ∈ Rm

+ which
has at least one null component. Define the integer ′s′ as the numbre of non null components of q. Then
0 < s < m. Without loss of generality, we assume that

qj > 0, j = 1, ..., s and qj = 0 ; j = s+ 1, ...,m (5)

In the following, we will denote q =

q∗
0

, with q∗ =


q1
...
qs

 ∈ Rs and q∗ > 0.

The paper is organized as follows: In section 2, we present some definitions and useful results for
the following. In section 3, we establish sufficient conditions for u(.) = Fx(.), with F ∈ Rm×n and
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rank(F ) = m, to be a solution to the linear constrained regulation problem. Finally, an example is
given in section 4.

Notation

In this paper, we employ distinct notations and symbols to denote different mathematical objects
and concepts. Below is an overview of the notations used:
X The capital letters represent real matrices.
X The lowercase letters denote column vectors or scalars.
X T represents the discrete time set T = {0, 1, 2, . . . }.
X Rn represents the real n-space.
X Rn

+ denotes the nonnegative orthant of the real n-space.
X Rn×p refers to the set of real n× pmatrices.
X x = [x1 x2 ... xn]T denotes a real vector.
X x < y (x 6 y) is equivalent to xi < yi (xi 6 yi), i = 1, 2, ..., n..
X H = (hij)16i,j6n denotes a real matrix.
X |H| denotes the matrix |H| = (|hij |)16i,j6n.
X H < G (H 6 G) is equivalent to hi,j < gi,j (hi,j 6 gi,j), i, j = 1, 2, ..., n..
X ρ(H) is the spectral radius of H .

2. Conditions of positive invariance

In this section we will establish results on positive invarience with respect to autonomous systems
described by: z(k + 1) = Hz(k) +Gz(k − r), k > 0

z(θ) = ψ(θ), θ ∈ [−r, 0]
(6)

with z ∈ Rm, H ∈ Rm×n and G ∈ Rm×n.
Let us define the domain

D(Im, q, q) = {z ∈ Rm| − q 6 z 6 q}

with q =

q∗
0

, q∗ > 0 and q∗ ∈ Rs.

Definition 2.1. A set D of Rn is said to be positively invariant with respect to motions of system (6), if
for every ψ(θ) ∈ D(θ ∈ [−r, 0]) the motion z(k;ψ) ∈ D for every k > 0.

Throughout this paper, if A is a matrix of Rm×m we will denote by A11 ∈ Rs×s, A12 ∈ Rs×(m−s),
A21 ∈ R(m−s)×s and A22 ∈ R(m−s)×(m−s) the matrices such that
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A =

A11 A12

A21 A22

 (7)

2.1. Conditions for positive invariance dependent of delay.
In [24], the author has considered the case where xe = 0 is in the interior of D(Im, q, q), that is q > 0

and has proved that D(Im, q, q) is positively invariant with respect to system (6) if and only if

(|H|+ |G|)q 6 q (8)

we will use the following decomposition

Theorem 2.2. The polyhedral set D(Im, q, q) with q =

q∗
0

, q∗ > 0 and q∗ ∈ Rs is positively invariant

independent of delay with respect to system (6) if and only if

(|H11|+ |G11|)q∗ 6 q∗ and H21 = G21 = 0

where H11, H21, G11 and G21 are given by decomposition (7).

Proof.

If:) Let assume that (|H11|+ |G11|)q∗ 6 q∗ and H21 = G21 = 0. Let z(.) be the solution of system (6)

with z(k) ∈ D(Im, q, q), ∀k ∈ [−r, 0], that means

−

q∗
0

 6 z(k) 6

q∗
0

 , ∀k ∈ [−r, 0] (9)

If we decompose z(k) as z(k) =

z1(k)

z2(k)

, where z1(k) ∈ Rs and z2(k) ∈ Rm−s, then it follows from (9)

that −q∗ 6 z1(k) 6 q∗, ∀k ∈ [−r, 0] and z2(k) = 0, ∀k ∈ [−r, 0].
According to the above, using the decomposition (7) of matrices H and G, we obtain

z1(k + 1) = H11z1(k) +H12z2(k) +G11z1(k − r) +G12z2(k − r), k > 0

z2(k + 1) = H21z1(k) +H22z2(k) +G21z1(k) +G22z2(k − r), k > 0

z1(θ) = ψ1(θ) and z2(θ) = ψ2(θ), θ ∈ [−r, 0]

(10)

Since H21 = G21 = 0, thenz1(k + 1) = H11z1(k) +H12z2(k) +G11z1(k − r) +G21z2(k − r), k > 0

z1(θ) = ψ1(θ), θ ∈ [−r, 0]
(11)

and z2(k + 1) = H22z2(k) +G21z2(k − r), k > 0

z2(θ) = ψ2(θ), θ ∈ [−r, 0]
(12)
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From (12) and z2(k) = 0 for all k ∈ [−r, 0] we deduce that z2(k) = 0 for all k > −r.
Using z2(k) = 0, ∀k > −r, system (11), can be written asz1(k + 1) = H11z1(k) +G11z1(k − r), k > 0

z1(θ) = ψ1(θ), θ ∈ [−r, 0]
(13)

with −q∗ 6 z1(k) 6 q∗ , ∀k > −r and q∗ > 0.
By replacing q by q∗ in (8), and system (6) by system (13), we deduce from [24] that D(Is, q

∗, q∗) is
positively invariant with respect to system (13), that is

−q∗ 6 z1(k) 6 q∗, ∀k > −r

finally

−

q∗
0

 6 z(k) 6

q∗
0

 , ∀k > −r

this implies that the polyhedral setD(Im, q, q) is positively invariant independent of delay with respect
to system (6).
Only If:) Assume that the polyhedral set D(Im, q, q) is positively invariant with respect to system (6).
Let z(.) be the solution of system (6), with

−q 6 z(k) 6 q, ∀k ∈ [−r, 0]

The positive invariance of the set D(Im, q, q) implies that

−q 6 z(k) 6 q, ∀k > −r

Therefore

−

q∗
0

 6
z1(k)

z2(k)

 6
q∗

0

 , ∀k > −r

then z2(k) = 0 for all k > −r.
From system (10), we obtain

z2(k + 1) = H21z1(k) +G21z1(k − r) = 0 , ∀k > 0

for k = 0, we have

z2(1) = H21z1(0) +G21z1(−r) = 0 , ∀z1(0), z1(−r) ∈ D(Is, q1, q1)

which implies H21 = G21 = 0.
From system (10) and H21 = G21 = 0, we deduce thatz1(k + 1) = H11z1(k) +G11z1(k − r), k > 0

z1(θ) = ψ1(θ), θ ∈ [−r, 0]
(14)
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with
−q∗ 6 z1(k) 6 q∗ , ∀k > −r, q∗ > 0

this implies that the domainD(Is, q
∗, q∗), with q∗ > 0, is a positively invariant set respectively to system

(14). As mentioned at the beginning of the subsection we deduce from [24] that (|H11|+ |G11|)q∗ 6

q∗. �

2.2. Conditions for positive invariance independent of delay.
In this subsection, we will use the following Lemma.

Lemma 2.3. [24, Lemma 3.1] The solution of system (6) satisfies the following relation:

z(k − r) = z(k)−
r−1∑
i=0

[z(i+ k + 1− r)− z(i+ k − r)] (15)

We use a similar reasoning as in [ Halle [22] ]. System (15) can be written as

z(k − r) = z(k)−
r−1∑
i=0

[(H − I)z(i+ k − r)−Gz(i+ k − 2r)] (16)

If we substitute this expression for z(k − r) back into system (6), we obtain the equation:

z(k + 1) = (H +G)z(k)−G
r−1∑
i=0

[(H − I)z(i+ k − r) +Gz(i+ k − 2r)] (17)

Then z(k + 1) = Mz(k) +
∑r−1

i=0 [V z(i+ k − r) +Wz(i+ k − 2r)], k > 0

z(θ) = φ(θ), θ ∈ [−2r, 0]
(18)

withM = H +G, V = G(I −H),W = −G2.
If the zero solution of (18) is asymptotically stable for arbitrary initial data on [−2r, 0], then the zero
solution of (6) is also asymptotically stable, as (6) is a specific case of (18). To simplify the analysis, we
will use the system dynamics described in (18) to obtain stability or positive invariance conditions for
system (6).
In the forthcoming, we will provide a set of conditions that are both necessary and sufficient to ensure
the positive invariance of D(Im, q, q) with respect to the motions of system (6), accounting for delay
dependence.

Remark 1. In [24] the author has proved that D(Im, q, q), with q > 0, is positively invariant dependent
of delay with respect to system (6) if and only if

(|M |+ r(|V |+ |W |))q 6 q (19)

In this paper, where q =

q∗
0

, q∗ > 0, we prove the following result.
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Theorem 2.4. The polyhedral set D(Im, q, q) with q =

q∗
0

, q∗ > 0 and q∗ ∈ Rs is positively invariant

dependent of delay with respect to system (6) if and only if

(|M11|+ r(|V11|+ |W11|))q∗ 6 q∗ and M21 = V21 = W21 = 0

whereM11,M21, V11, V21,W11 andW21 are given by decomposition (7).

Proof.

If:) Let assume that (|M11|+ r(|V11|+ |W11|))q∗ 6 q∗ and M21 = V21 = W21 = 0.
Let z(.) be a solution of system (18) with

−

q∗
0

 6 z(k) 6

q∗
0

 , ∀k ∈ [−2r, 0] (20)

Let z(k) =

z1(k)

z2(k)

, where z1(k) ∈ Rs and z2(k) ∈ Rm−s. Then equation (20) implies that −q∗ 6

z1(k) 6 q∗ and z2(k) = 0 for all k ∈ [−2r, 0].
According to the above, using the decomposition (7) of matricesM , V andW , we have

z1(k + 1) = M11z1(k) +M12z2(k) +
∑r−1

i=0 [V11z1(i+ k − r) + V12z2(i+ k − r)

+W11z1(i+ k − 2r) +W12z2(i+ k − 2r)], k > 0

z1(θ) = φ1(θ), θ ∈ [−2r, 0]

(21)

and 
z2(k + 1) = M21z1(k) +M22z2(k) +

∑r−1
i=0 [V21z1(i+ k − r) + V22z2(i+ k − r)

+W21z1(i+ k − 2r) +W22z2(i+ k − 2r)], k > 0

z2(θ) = φ2(θ), θ ∈ [−2r, 0]

(22)

UsingM21 = V21 = W21 = 0, we obtainz2(k + 1) = M22z2(k) +
∑r−1

i=0 [V22z2(i+ k − r) +W22z2(i+ k − 2r)], k > 0

z2(θ) = φ2(θ), θ ∈ [−2r, 0]
(23)

By z2(k) = 0, ∀k ∈ [−2r, 0], we can deduce that z2(k) = 0, ∀k > −2r. System (21) can be written asz1(k + 1) = M11z1(k) +
∑r−1

i=0 [V11z1(i+ k − r) +W11z1(i+ k − 2r)], k > 0

z1(θ) = φ1(θ), θ ∈ [−2r, 0]
(24)

with −q∗ 6 z1(k) 6 q∗, ∀k > −2r and q∗ > 0.
By virtue of remark 1, we deduce that

−q∗ 6 z1(k) 6 q∗, ∀k > −2r
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finally, we obtain−q 6 z(k) 6 q, ∀k > −2r. This implies that the polyhedral setD(Im, q, q) is positively
invariant dependent of delay with respect to system (6).
Only If:) Assume that the polyhedral set D(Im, q, q) is positively invariant dependent of delay with
respect to system (6). Let z(.) the solution of system (18) with

−q 6 z(k) 6 q, ∀k ∈ [−2r, 0]

The positive invariance of the set D(Im, q, q) implies that

−q 6 z(k) 6 q, ∀k > −2r

Therefore

−

q∗
0

 6
z1(k)

z2(k)

 6
q∗

0

 , ∀k > −2r

then z2(k) = 0, ∀k > −2r. From system (22), we obtain

z2(k + 1) = H21z1(k) +
r−1∑
i=0

[V21z1(i+ k − r) +W21z1(i+ k − 2r)] = 0, ∀k > −2r

Therefore, we have

z2(1) = H21z1(0) +

r−1∑
i=0

[V21z1(i− r) +W21z1(i− 2r)] = 0

for all z1(0), z1(i− r) and z1(i− 2r) in D(Is, q
∗, q∗) with i = 1, ..., r − 1, this implies thatM21 = V21 =

W21 = 0.

From system (21) andM21 = V21 = W21 = 0, we deduce thatz1(k + 1) = M11z1(k) +
∑r−1

i=0 [V11z1(i+ k − r) +W11z1(i+ k − 2r)], k > 0

z1(θ) = φ1(θ), θ ∈ [−2r, 0]
(25)

with

−q∗ 6 z1(k) 6 q∗, ∀k > −2r

By virtue of remark 1, we obtain (|M11|+ r(|V11|+ |W11|))q∗ 6 q∗. �

3. Main results

In this section, we will establish sufficient conditions for a linear state feedback control law u(.) =

Fx(.), with F ∈ Rm×n and rankF = m to be a solution to the linear constrained regulation problem.
For that, we need the two lemmas below.



Asia Pac. J. Math. 2024 11:95 9 of 18

Lemma 3.1. [24, Lemma 4.1] The set KerF with F ∈ Rm×n, and rankF = m is positively invariant with

respect to motions of system (4) if and only if there exist matrices

H, G ∈ Rm×n satisfying: F (A0 +BF ) = HF (a1)

FA1 = GF (a2)

Lemma 3.2. [24, Lemma 4.2] If domainD(F, q, q) is positively invariant with respect to system (4), then kerF

is also positively invariant with respect to system (4).

Remark 2. The strict positivity of q in Lemma 3.2 is not necessary.

In the following, we apply the results established in section 2 and the results of Lemma 3.1 and
Lemma 3.2 to the problem of the constrained regulator described in section 1, we obtain the following
results.

3.1. Independent of delay case.

Theorem 3.3. The polyhedral set D(F, q, q) with F ∈ Rm×n, and rankF = m is positively invariant indepen-

dent of delay with respect to system (4) if and only if there exist matrices

H, G ∈ Rm×n satisfying: 
F (A0 +BF ) = HF (b1)

FA1 = GF (b2)

(|H11|+ |G11|)q∗ 6 q∗ and H21 = G21 = 0 (b3)

where H11, H21, G11 and G21 are given by the decomposition (7).

Proof.

Necessity: Suppose the domain D(F, q, q) is positively invariant with respect to system (4). According
to lemma 3.2, Ker F , is also positively invariant with respect to system (4), and from lemma 3.1, we
deduce that there exist matrices H and G ∈ Rm×n that satisfy:F (A0 +BF ) = HF (b1)

FA1 = GF (b2)

Consider the change in variables y(k) = Fx(k). By conditions (b1) and (b2), system (4), can be
transformed to system (6), and D(F, q, q) to domain D(Im, q, q) which is also positively invariant with
respect to system (6) and by virtue of theorem 2.2 this is equivalent to condition (b3).
Sufficiency: By introducing the change in variables y(k) = Fx(k) and considering the conditions (b1)

and (b2), we can transforme system (4) to system (6), and domain D(F, q, q) to domain D(Im, q, q).
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Using theorem 2.2, condition (b3) guarantees the positive invariance of domainD(Im, q, q) with respect
to system (6), which is equivalent to the positive invariance ofD(F, q, q) with respect to system (4). �

We are now in a position to establish conditions for a linear state feedback control law u(.) = Fx(.)

to be a solution to the linear constrained regulation problem.

Theorem 3.4. For a matrix F ∈ Rm×n, with rankF = m if there exist matrices

H, G ∈ Rm×n satisfying: 
F (A0 +BF ) = HF (c1)

FA1 = GF (c2)

(|H11|+ |G11|)q∗ < q∗ and H21 = G21 = 0 (c3)

where H11, H21, G11 and G21 are given by decomposition (7), then u(.) = Fx(.) assymptotically stabilizy the

system (4) when the initial data x(θ) ∈ D(F, q, q), ∀θ ∈ [−r, 0] and also satisfies the constraints 2.

Proof.

By virtue of theorem 3.3, the conditions (c1), (c2) and (c3) imply the positive invariance of the set
D(F, q, q). To complete the proof we shall prove that u(.) = Fx(.) is a stabilizing control in D(F, q, q)).
Let us make the change in variables z(k) = Fx(k), with rankF = m. From conditions (c1) and (c2)

it follows that z(.) is a solution of a system described by (6) and the domain D(Im, q, q) is positively
invariant independent of delay with respect to system (6).
Let x(.) a solution of a system (4), such that x(θ) ∈ D(F, q, q) for θ ∈ [−r, 0], by positive invariance
of D(F, q, q), we deduce x(k) ∈ D(F, q, q), ∀k > 0 thus, we have z(k) ∈ D(Im, q, q), or equivalently
z1(k) ∈ D(Is, q

∗, q∗) and z2(k) = 0, ∀k > 0, where z1 ∈ Rs and z2 ∈ Rm−s. From system (6) and
decomposition (7) of matrices H and G it follows that z1(.) verify system (13). Consider the norm on
Rs defined by

‖υ‖ = max
0≤i≤s

| υi |
q∗i

where q∗i is the i-th component of q∗ and υi the i-th component of υ. The subordinate matrix norm
based on the norm ‖.‖ is given by

‖L‖ = max
‖ω‖6=0

‖Lω‖
‖ω‖

with L a matrix of order s.
put L = (|H11|+ |G11|) > 0, by (|H11|+ |G11|)q∗ < q∗, we have

‖L‖ < 1

On the other hand, it can be observed that the necessary and sufficient condition to ensure that all
eigenvalues of system (6) are located within the unit disk D(0; 1).
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All the solutions of the characteristic equation

det(tIm −H11 − t−rG11) = 0 (26)

verify |t| < 1. Suppose that there exists a solution of the characteristic equation (26), with |t| > 1. We
have (See [31])

|t| 6 ρ(H11 + t−rG11)

6 ρ(|H11|+ |t−r||G11|)

6 ρ(|H11|+ |G11|) because |t−r| 6 1

6 ‖L‖

This is a contradiction.
Then lim

k→+∞
(z1(k;ψ1(θ))) = 0. From z2(k) = 0, ∀k > 0, we deduce that lim

k→+∞
(z(k;ψ(θ))) = 0.

By rank F = m, we have lim
k→+∞

(x(k;ϕ(θ))) = 0. �

3.2. Dependent of delay case.

Theorem 3.5. The polyhedral setD(F, q, q) with F ∈ Rm×n and rankF = m is positively invariant dependent

of delay with respect to system (4) if and only if there exist matrices H and G ∈ Rm×n satisfying:
F (A0 +BF ) = HF (d1)

FA1 = GF (d2)

(|M11|+ r(|V11|+ |W11|))q∗ 6 q∗ and M21 = V21 = W21 = 0 (d3)

whereM11,M21, V11, V21,W11 andW21 are given by decomposition (7).

Proof. This follows readily from theorem 2.4 and theorem 3.3. �

Theorem 3.6. For a matrix F ∈ Rm×n, with rankF = m, if there exist matrices

H, G ∈ Rm×n satisfying: 
F (A0 +BF ) = HF (e1)

FA1 = GF (e2)

(|M11|+ r(|V11|+ |W11|))q∗ < q∗ and M21 = V21 = W21 = 0 (e3)

whereM11,M21, V11, V21,W11 andW21 are given by decomposition (7), then u(.) = Fx(.) assymptotically

stabilizy the system (4) when the initial data x(θ) ∈ D(F, q, q), ∀θ ∈ [−r, 0] and also satisfies the constraints 2.

Proof.

By virtue of theorem 3.5, the conditions (e1), (e2) and (e3) imply the positive invariance of the set
D(F, q, q). To complete the proof, we shall prove that u(.) = Fx(.) is a stabilizing control in D(F, q, q).
The change in variable z(k) = Fx(k) transform the system (4) to system (6). The usual scheme used in



Asia Pac. J. Math. 2024 11:95 12 of 18

the literature for obtaining delay-dependent stability is to use system (18) instead of system (6), the
asymptotic stability of (18) guarantees the asymptotic stability of (6) .
Let x(.) a solution of a system (4), such that x(θ) ∈ D(F, q, q) for θ ∈ [−2r, 0], by positive invariance
of D(F, q, q), we deduce that x(k) ∈ D(F, q, q), ∀k > 0 thus, we have z(k) ∈ D(Im, q, q), ∀k > 0 with

q =

q∗
0

, then by using the decomposition (7) of matricesM , V andW , we obtain z2(k) = 0 and the

system (24), with z1(k) ∈ D(Is, q
∗, q∗), and z1 ∈ Rs.

Consider the norm
‖υ‖ = max

06i6s

|υi|
q∗i

with q∗i the i-th component of q∗ and υi the i-th component of υ. The subordinate matrix norm based
on the norm ‖.‖ is given by

‖L‖ = max
‖ω‖6=0

‖Lω‖
‖ω‖

Put L = (|M11|+ r(|V11|+ |W11|)) > 0, by (|M11|+ r(|V11|+ |W11|))q∗ < q∗, we have

‖L‖ < 1

On the other hand, it is seen that (See [29]) the necessary and sufficient condition for the asymptotic
stability of (24) is that all the solutions of the characteristic equation

det

[
tIm −M11 −

r−1∑
i=0

[V11t
i−r +W11t

i−2r]

]
= 0 (27)

verify |t| < 1. By contradiction, suppose that there exists a solution of (27) with |t| > 1, then

|t| 6 ρ(M11 +
∑r−1

i=0

[
V11t

i−r +W11t
i−2r])

6 ρ(|M11|+
∑r−1

i=0 [|V11||ti−r|+ |W11||ti−2r|])

6 ρ((|M11|+ r(|V11|+ |W11|)), because |ti−r| 6 1 and |ti−2r| 6 1

6 ‖L‖

which is a contradiction.
Then lim

k→+∞
(z1(k;φ1(θ))) = 0 and z2(k) = 0, ∀k > −2r, hence lim

k→+∞
(z(k;φ(θ))) = 0. By rankF = m,

we deduce that lim
k→+∞

(x(k; (θ))) = 0. �

4. Algorithm

All the results that we have indicated in section 4 are based on the existence of the matrices H and
G. It is obvious that there existence depends on the matrices A0, A1,B and F . For this we have the
following lemmas.



Asia Pac. J. Math. 2024 11:95 13 of 18

Lemma 4.1 (Hmamed et al [25]). There exists a matrix H ∈ Rm×m and G ∈ Rm×m solution ofF (A0 +BF ) = HF

FA1 = GF
(28)

where F ∈ Rm×n and rankF = m,m 6 n if and only if

rank

F (A0 +BF )

F

 = m and rank

FA1

F

 = m (29)

Corollary 4.2. If condition (29) is satisfied, then the solution of (28) is given by

H = [F1((A0)11 +B1F1) + F2((A0)21 +B2F2)]F
−1
1 (30)

and

G = [F1(A1)11 + F2(A1)21]F
−1
1 (31)

with F =
[
F1 F2

]
, F1 ∈ Rm×m, F2 ∈ Rm×n−m, rankF1 = m, B =

B1

B2

, B1 ∈ Rm×m,

B2 ∈ Rn−m×m, A0 =

(A0)11 (A0)12

(A0)21 (A0)22

, A1 =

(A1)11 (A1)12

(A1)21 (A1)22

, (A0)11, (A1)11 ∈ Rm×m,

(A0)12, (A1)12 ∈ Rm×(n−m), (A0)21, (A1)21 ∈ R(n−m)×m and (A0)22, (A1)22 ∈ R(n−m)×(n−m).

The search of a matrix F solution of the LCRP problem can be done according to the following
algorithms:
Algorithm 1: (Independent of delay case)
Step1: Choose F ∈ Rm×n such that:

rankF = m, rank

F (A0 +BF )

F

 = m and rank

FA1

F

 = m

Step2: Compute H and G by equations (30) and (30).
Step3: Using the decomposition (7) of matrices H and G, compute |H11|, |G11|, |H21| and |G21|.
Step4: If |H11| and |G11| satisfy the condition c3 of theorem 3.4 then stop, else go to Step1 and change
the matrix F .
Algorithm 2: (Dependent of delay case)
Step1: Choose F ∈ Rm×n such that:

rankF = m, rank

F (A0 +BF )

F

 = m and rank

FA1

F

 = m

Step2: Compute H and G by equations (30) and (30).
Step3: ComputeM , V andW by equationsM = H +G, V = GH andW = G2.
Step4: Using the decomposition (7) of matricesM , V andW , compute |M11|, |V11|, |W11|, |M21|, |V21|
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and |W21|.
Step5: If |M11|, |V11|, |W11|, |M21|, |V21| and |W21| satisfy the condition c3 of theorem 3.6 then stop, else
go to Step1 and change the matrix F .

5. Example

Consider the system (1) with

A0 =


2 − 1

10 0

0 1
2

1
4

0 1
32

1
2

 , A1 =


1
4

1
84

1
84

0 3
4

1
2

0 0 1
2

 and B =


1
2

1
2 0

0 1
4

1
2

0 0 −2
3



The control vector u(.) =


u1(.)

u2(.)

u3(.)

 ∈ R3 is subject to constraints

−q ≤ u(k) ≤ q, where q =


3

1

0


or equivalently

−3 6 u1(k) 6 3, −1 6 u2(k) 6 1 and u3(k) = 0, ∀k > 0

Note that A0 is unstable. The eigenvalues of A0 are λ1 = 2, λ2 = 0.59 and λ3 = 0.41.
Let

F =


−3 0 0

0 1
4 0

0 1
4

1
2


then

H =


1
2
−3
10 0

0 7
16

1
4

0 0 0

 and G =


1
4 − 1

14 0

0 1
2

1
4

0 0 3
4


by using the decomposition (7), we have

H11 =

1
2
−3
10

0 7
16

 , G11 =

1
4 − 1

14

0 1
2

 , H21 =
(

0 0
)
and G21 = 0

therefore

|H11| =

1
2

3
10

0 7
16

 and |G11| =

1
4

1
14

0 1
2


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We can verify that |H11| and |G11| satisfy the hypothesis of theorem 2.2. Then u1(.) = −3x1, u2(.) = 1
4x2

and u3(.) = 1
4x2 + 1

2x3 stabilizes the system on

D(F, q, q) = {x ∈ R3 | −1 6 x1 6 1 ; −4 6 x2 6 4 ; x2 + 2x3 = 0}

In Figure 1, we plot the trajectory of system (1), for the initial conditions ϕ2 = [−1, 4,−2]T in D(F, q, q)

with a delay r = 1. We notice that the trajectory of our system does not leave the domain D(F, q, q)

for any instant k > 0, moreover it converge asymptotically to the origin xe = 0. The same results are
obtained for arbitrarily initial conditions ϕ ∈ D(F, q, q).

Figure 1. The asymptotic stability of the closed-loop system for initial state ϕ2 =

[−1, 4,−2]T with r = 1.

Figure 2. The evolution of the control u.
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6. Conclusion

The symmetrical constrained regulation problem for discrete-time delay dynamical systems with
origin on the boundary of the domain of constraints is studied.
Two cases are considered: delay-independent and delay-dependent. In each case we use properties
of positive invariance to give sufficient condition for a state feedback control law u(.) = Fx(.) to be a
solution to the linear constrained regulation problem. Finally, an example of application of the results
is given.
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