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Abstract. In this study, we consider the equation −∆u+ div(vu) + bu = f in Ω paired with Neumann
boundary conditions∇u · η − (v · η)u = 0 on ∂Ω. We introduce a notion of renormalized solution for this
problem and establish both the existence and uniqueness of this solution for L1-data.
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1. Introduction

Convection-diffusion-reaction equations are widely used in many physical, chemical, and biological
phenomena. They model processes where a quantity (such as the concentration of a chemical, the
temperature, or a polution) is not only diffused in a medium but also transported by a flow and
subjected to internal reactions. The complexity of these interactions makes them an essential subject of
study for understanding the dynamics at work in a variety of systems.
The following convection-diffusion-reaction problem is defined in a domain Ω bounded, polygonal,
and connected open of Rd (d ≥ 2):

−∆u+ div(vu) + bu = f in Ω,

∇u · η − (v · η)u = 0 on ∂Ω,

(1.1)

where
• u represents, for example, concentration, temperature, etc,
• v is a vector field modelling the flow velocity in Ω,
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• b is a coefficient relating to the intensity of the reaction,
• f is an outside source,
• η is the unit outward normal on ∂Ω.

Similar problems have been studied by several authors. In 2024, the authors in [15] examined analogous
non-coercive problems with Dirichlet boundary conditions, where existence and uniqueness were
demonstrated for measure data. In 2023, the authors in [13] showed that the approximate solution
obtained by the finite volumes method converges to the renormalized solution of (1.1). Additionally,
in 2002, [8] studied the existence, uniqueness, and regularity of the solution to (1.1) under mixed
boundary conditions using the duality method. In the context of Neumann boundary conditions,
existence results were established in [5], with additional uniqueness results presented in [6]. Neumann
boundary value problemswithL1-data and v = 0 have beenwidely studied, withweak solutions proven
to belong to an appropriate Sobolev space and to have a null mean value. In [1], the authors studied
the case of irregular data and domains, obtaining solutions with zero median using an approximation
method. Similarly in [5], authors used the median to establish the existence of a renormalised solution
with zero median, recognising that the mean value of the solution is often not well defined.
In the present paper, we studied the problem (1.1) with L1- data. The weak solution does not guarantee
uniqueness, there are other types of solution which also offer this guarantee, notably the renormalized
solution. The concept of renormalized solutions was introduced by DiPerna and Lions [7] in their
work on the Boltzmann equations.
One way of dealing with the problem (1.1) is to reformulate it in a variational form. By multiplying the
equation by a test function φ ∈ H1(Ω) and integrating over Ω, a bilinear form a(u, φ) is well-defined,
due to Sobolev embedding. This form is continuous but not coercive on H1(Ω) without assumptions
on div(v). Even though the operator, it generally lacks coercivity unless v is sufficiently small. The
study of elliptic equations with L1-data is motivated by their application in physical models, such as
the Thomas-Fermi models in atomic physics and reservoir models in porous media [9].

The rest of the paper is organized as follows: Section 2 recalls the assumptions, introduces relevant
definitions (including the median of a measurable function), presents the concept of renormalized
solutions for (1.1) and announces the main results. The section 3 is devoted to proving Theorem 2.1
below.

2. Assumptions and definitions

We consider the following non-linear elliptic problem with Neumann boundary conditions:
−∆u+ div(vu) + bu = f in Ω,

∇u · η − (v · η)u = 0 on ∂Ω.

(2.1)
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We assume that

v ∈ (Lp(Ω))d with 2 < p < +∞ if d = 2, p = d, if d ≥ 3, (2.2)

b ∈ L2(Ω), b ≥ 0 a.e. in Ω. (2.3)

Moreover, we assume that

f ∈ L1(Ω), (2.4)

and it satisfies the compatibility condition ∫
Ω
fdx = 0. (2.5)

Note that in this paper the data f and the domain Ω are not regular. This situation in the Neumann
case has been studied in [1] and solutions whose median is equal to zero are obtained. We recall that
the median of a function u ∈ H1(Ω) is defined as

med(u) := sup

{
λ ∈ Ω : |{x ∈ Ω : u(x) > λ}| ≥ |Ω|

2

}
. (2.6)

It is known thatmed(u) is a non-empty compact interval (see [16]). Let us explicitly observe that if
0 ∈ med(u) then

|{x ∈ Ω : u(x) > 0}| ≤ |Ω|
2

and |{x ∈ Ω : u(x) < 0}| ≤ |Ω|
2
. (2.7)

In this case, we have the following Poincaré-Wirtinger inequality (see e.g. [16])

‖u−med(u)‖L2(Ω) ≤ C‖∇u‖(L2(Ω))d , ∀u ∈ H1(Ω), (2.8)

where C is a constant depending on d, Ω.
We need a few notations. We denote bymeas(Ω) = |Ω| the d-dimensional Lebesgue measure of Rd and
χΩ its characteristic function. Moreover, we adopt the notation r+ = max(r, 0) and r− = max(−r, 0)

for the positive and the negative part of a function r, respectively. We also denote sign0(r) = 1, 0 or −1

depending on whether r > 0, r = 0 or r < 0.
For any γ > 0 we denote by Tγ the truncation function at height γ, Tγ(z) = min(γ,max(−γ, z)) for any
z ∈ R and we define for ` ≥ 0, the function S` by

S`(r) = 1− |T`+1(r)− T`(r)|, ∀r ∈ R. (2.9)

We now recall the gradient of functions whose truncates belong to H1(Ω) (see [3]).

Lemma 2.1. Let u : Ω→ R be a measurable function, finite almost everywhere in Ω, such that Tγ(u) ∈ H1(Ω)

for any γ > 0. Then there exists a unique measurable vector field w : Ω→ RN such that

∇Tγ(u) = χ{|u|<γ}w a.e. in Ω.
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This function w is called the gradient of u and is denoted by ∇u.

We now recall the definition of a renormalized solution to (1.1).

Definition 2.1. We say that a function u : Ω→ R is a renormalized solution to (1.1) if u is measurable and

finite a.e. in Ω, satisfies the following conditions

Tγ(u) ∈ H1(Ω), for any γ > 0, (2.10)

lim
`→∞

∫
{`<|Tγ(u)|<`+1}

|∇Tγ(u)|2 dx = 0, (2.11)

and the following equation holds∫
Ω
S(u)∇u · ∇ϕdx+

∫
Ω
S′(u)ϕ∇u · ∇u dx−

∫
Ω
S(u)uv · ∇ϕdx

−
∫

Ω
S′(u)ϕuv · ∇u dx+

∫
Ω
b uS(u)ϕdx =

∫
Ω
f ϕS(u) dx, (2.12)

for every S ∈ C1
c (R) having compact support and for every ϕ ∈ H1(Ω) ∩ L∞(Ω).

Remark 2.1. Condition (2.10) allows to define∇u almost everywhere in Ω. Equality (2.12) is formally obtained

by using in (1.1) the test function S(u)ϕ and by taking into account Neumann boundary conditions. Since

S(u)ϕ ∈ H1(Ω) and since Supp(S) ⊂ [−γ, γ]for sufficiently large γ > 0, we can rewrite (2.12) as follows∫
Ω
S(u)∇Tγ(u) · ∇ϕdx+

∫
Ω
S′(u)ϕ∇Tγ(u) · ∇Tγ(u)dx−

∫
Ω
S(u)uv · ∇ϕdx

−
∫

Ω
S′(u)ϕuv · ∇Tκ(u) dx+

∫
Ω
b uS(u)ϕdx =

∫
Ω
fϕS(u)dx. (2.13)

Let us observe that every integral in (2.13) is well defined thanks to the fact that Tγ(u) ∈ H1(Ω) for every

γ > 0, S has compact support and the assumptions (2.2)-(2.4). Condition (2.11) is classical in the framework

of renormalized solutions.

The main results of the present work is the following.

Theorem 2.1. Let us assume that (2.2)-(2.5) are fulfilled. Then, there exists a unique renormalized solution u

to problem (1.1) withmed(u) = 0.

3. Proof of Theorem 2.1

3.1. Existence of renormalized solution.

The proof is split into several steps.

Step 1. Approximate problems

Let fε = T1/ε(f) be a sequence of bounded functions which strongly converges to f in L1(Ω) such that
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‖fε‖L1(Ω) ≤ ‖f‖L1(Ω) and
∫

Ω
fε dx = 0 for all ε > 0.

We consider the following approximate problem
−∆uε + div(v uε) + b uε = fε in Ω,

∇uε · η − (v · η)uε = 0, on ∂Ω.

(3.1)

By known results there exists at least a weak solution uε ∈ H1(Ω) to (3.1) ( [11,12]) whichmed(uε) = 0

and for any ϕ ∈ H1(Ω),∫
Ω
∇uε · ∇ϕdx−

∫
Ω
uε v · ∇ϕdx+

∫
Ω
b uε ϕdx =

∫
Ω
fεϕdx. (3.2)

Step 2. A priori estimates

This step is devoted to finding a priori estimates of the solution of (3.1), which are crucial to pass to
the limit.

Lemma 3.1.

(i) For all γ > 0, the sequence Tγ(uε) is bounded.

(ii) The sequence of renormalized solutions (uε)ε>0 of the problems (3.1) verifies, for γ > 0 large enough, the

following estimates:

‖ ln(1 + |uε|)‖2L2(Ω) ≤ C, (3.3)

meas{|uε| ≥ γ} ≤
C

(ln(1 + γ))2
(3.4)

and

meas{|∇uε| ≥ γ} ≤
C

γ
+

C

(ln(1 + γ))2
, (3.5)

where C > 0 is a constant.

(iii) For all ` > 0,

lim
`→∞

lim sup
ε→0

∫
{`<|Tγ(uε)|<`+1}

|∇Tγ(uε)|2 dx = 0. (3.6)

Proof. For (i), we use φ = Tγ(uε) as test function in (3.2) to obtain∫
Ω
|∇Tγ(uε)|2 dx+

∫
Ω
b uε Tγ(uε) dx

=

∫
Ω
Tγ(uε)v · ∇Tγ(uε) dx+

∫
Ω
fεTγ(uε) dx. (3.7)

Since b is non-negative and Tγ(uε) has the same sign as uε then buεTγ(uε) ≥ 0. Then, we deduce from
(3.7) that ∫

Ω
|∇Tγ(uε)|2 dx ≤ γ||f ||1 +

∫
Ω
Tγ(uε)v · ∇Tγ(uε) dx. (3.8)
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By Young’s inequality and Sobolev embedding, we can control the second integral of the right-hand
side of (3.8). Then, we can write

||∇Tγ(uε)||2(L2(Ω))d ≤ C, (3.9)

where C = 2γ||f ||1 + S(Ω, γ)γ2‖v‖p
(Lp(Ω))d

.

To obtain (ii), we first prove (3.3). As stated in [15], we consider the test function φ(uε) =∫ uε

0

1

(1 + |r|)2
dr in (3.2). Observe thatmed(φ(uε)) = med(uε) = 0. We have

∫
Ω

|∇uε|2

(1 + |uε|)2
dx+

∫
Ω
buεφ(uε) dx ≤ ‖f‖1 +

∫
Ω
|uε|v|

|∇uε|
(1 + |uε|)2

dx. (3.10)

Since b is a non-negative function and moreover φ(uε) and uε have the same sign, then the second term
in the left-hand side of (3.10) is non-negative. This leads to∫

Ω

|∇uε|2

(1 + |uε|)2
dx ≤ ‖f‖1 +

∫
Ω
|uε||v|

|∇uε|
(1 + |uε|)2

dx. (3.11)

Furthermore, we have |uε| ≤ 1 + |uε|. Then, using Young’s inequality and Sobolev embedding, the
second term on the right-hand side of (3.11) can be estimated as follows:∣∣∣∣∫

Ω
uεv

∇uε
(1 + |uε|)2

dx

∣∣∣∣ ≤ ∫
Ω

|v‖∇uε|
1 + |uε|

dx

≤ S(Ω, p)

2
‖v‖p

(Lp(Ω))d
+

1

2
‖∇ ln(1 + |uε|)‖2(L2(Ω))d . (3.12)

For the first term of (3.10), we have∫
Ω

( |∇uε|
1 + |uε|

)2
dx = ‖∇ ln(1 + |uε|)‖2(L2(Ω))d . (3.13)

Combining (3.11)-(3.13), we obtain

‖∇ ln(1 + |uε|)‖2(L2(Ω))d ≤ 2||f ||1 + S(Ω, p)‖v‖2(Lp(Ω))d .

Sincemed(ln(1 + uε)) = 0, Poincaré-Wirtinger inequality (2.8) implies that

‖ ln(1 + |uε|)‖2L2(Ω) ≤ C, (3.14)

where C = C(f,Ω,v) is a positive constant, and then (3.3) is proved.

Using again the inequality (3.14), we get∫
{|uε|≥γ}

(ln(1 + γ))2 dx ≤ C(f,Ω,v),

which implies

meas{|uε| ≥ γ} ≤
C(f,Ω,v)

(ln(1 + γ))2
.
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We set Φ(γ, λ) = meas{|∇uε|2 > λ, |uε| > γ}, for allγ, λ > 0. According to (3.4), we have

Φ(γ, 0) ≤ C

(ln(1 + γ))2
, for any γ > 0 large enough. (3.15)

Thanks to (3.9), we obtain ∫ ∞
0

(
Φ(0, s)− Φ(γ, s)

)
ds ≤ C. (3.16)

We deduce from (3.15) and (3.16) that

Φ(0, λ) ≤ C

λ
+

C

(ln(1 + γ))2
, for all γ, λ > 0. (3.17)

Setting λ = γ in (3.17) leads to (3.5).
For ((iii)), we take φ = T1

(
Tγ(uε)− T`(Tγ(uε))

) as test function in (3.2). Using the same approach as
in Lemma 4 of [15], we obtain (3.6). �

Step 3. Convergence results

We start by proving that the sequence (uε)ε of solutions of problem (3.1) converges in measure to a
measurable function u.

Lemma 3.2. Assume (2.2)–(2.5) hold and let uε ∈ H1(Ω) be a solution of (3.1).
(i) For all γ > 0, Tγ(uε)→ Tγ(u) strongly in L2(Ω) and a.e. in Ω, as ε→ 0.

(ii) The sequence (uε)ε is Cauchy in measure. In particular, there exists a measurable function u such that

uε → u in measure and a.e. in Ω, as ε→ 0.

Proof. For any γ > 0, (Tγ(uε)
)
ε
is bounded in H1(Ω). Then, up to a subsequence we can assume that

for any γ > 0, Tγ(uε) converges weakly to σγ inH1(Ω) and so Tγ(uε) converges strongly to σγ in L2(Ω).
We now prove that (uε)ε is a Cauchy sequence in measure. Let j > 0. For all ε > 0, and all ε′, γ ≥ 0 ,
we define

Eε := {|uε| > γ}, Eε′ := {|uε′ | > k} and Eε,ε′ := {|Tγ(uε)− Tγ(uε′)| > j},

where γ > 0 is to be fixed. We note that {|uε − uε′ | > j} ⊂ Eε ∪ Eε′ ∪ Eε,ε′ , and therefore

meas{|uε − uε′ | > j} ≤ meas(Eε) + meas(Eε) + meas(Eε,ε′). (3.18)

We choose γ = γ(ε) such that

meas(Eε) ≤
ε

3
and meas(Eε′) ≤

ε

3
. (3.19)

Since (Tγ(uε)
)
ε
converges strongly in L2(Ω), then it is a Cauchy sequence in L2(Ω). Thus,

meas(Eε,ε′) ≤
1

s2

∫
Ω

∣∣Tγ(uε)− Tγ(uε′)
∣∣2dx ≤ ε

3
, (3.20)
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for all ε, ε′ ≥ ε0(j, ε).
Finally, from (3.18)-(3.20), we obtain that

meas{|uε − uε′ | > j} ≤ ε for all ε, ε′ ≥ ε0(j, ε). (3.21)

Hence, the sequence (uε)ε is a Cauchy sequence in measure and there exists a function u, which is
finite almost everywhere on Ω, such that uε → u in measure. We can then extract a subsequence such
that uε → u a.e. in Ω. Since Tγ is continuous, then Tγ(uε)→ Tγ(u) a.e. in Ω, σγ = Tγ(u) a.e. in Ω and
Tγ(u) ∈ H1(Ω).
It remains to prove that med(u) = 0. Since uε convergence to u the sequence χ{uε>0} converges to
χ{u>0} a.e. in Ω. Recalling thatmed(uε) = 0 then Fatou’s lemma leads to

meas{x ∈ Ω : u(x) > 0} ≤ lim
ε→0

inf

∫
Ω
χ{uε>0}χ{u>0}dx

≤ lim
ε→0

inf meas{uε > 0}

≤ meas(Ω)

2
.

Similar to the convergence of χ{uε<0} to χ{uε<0} a.e. as ε→ 0.

meas{x ∈ Ω : u(x) < 0} ≤ meas(Ω)

2
.

It follows that 0 ∈ med(u). Since we have for γ large enoughmed(Tγ(u)) = med(u) and Tγ(u) ∈ H1(Ω),
thenmed(u) = 0 is unique. �

Step 4. Passage to the limit

To establish that the function u is a renormalized solution of the problem (1.1), we prove the following
lemma.

Lemma 3.3. For all S ∈ C1
c (R) and ψ ∈ H1(Ω) ∩ L∞(Ω),

∇[S(uε)ψ]→ ∇[S(u)ψ] strongly in (L2(Ω))d, as ε→ 0.

Proof. The proof of this lemma follows the same lines as those proved in [15]. �

Next, taking S(uε)ψ ∈ H1(Ω) ∩ L∞(Ω) as a test function in (3.1), we obtain∫
Ω
∇uε · ∇[S(uε)ψ]dx−

∫
Ω
uεv · ∇[S(uε)ψ]dx+

∫
Ω
b uε S(uε)ψdx

=

∫
Ω
fεS(uε)ψdx. (3.22)

Now we pass to the limit when ε→ 0 in each term of (3.22). Since S has compact support, then there
exists a positive real number γ such thatSupp(S) ⊂ [−γ, γ], souε can be replaced by its truncationTγ(uε).
We start with the first term of the left-hand side of (3.22). On the one hand, we have ∇[S(uε)ψ] →
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∇[S(u)ψ] strongly in (L2(Ω))d (see Lemma 3.3) and on the other hand, ∇Tγ(uε) ⇀ ∇Tγ(u) weakly
in (L2(Ω))d. Therefore, ∇Tγ(uε) · ∇[S(uε)ψ] → ∇Tγ(uε) · ∇[S(uε)ψ] strongly in (L1(Ω))d. Hence, by
Lebesgue’s generalized convergence theorem, we deduce that

lim
ε→0

∫
Ω
∇Tγ(uε) · ∇[S(uε)ψ]dx =

∫
Ω
∇Tγ(u) · ∇[S(u)ψ]dx, as ε→ 0. (3.23)

For the second integral of the left-hand side of (3.22), we have v ∈ (Lp(Ω))d and that Tγ(uε) ∈ H1(Ω) ⊂

L2∗(Ω). Thus, Tγ(uε)v ∈ L2(Ω) given that 1

p
+

1

2∗
=

1

2
where 2∗ =

2p

p− 2
, p = d, d ≥ 3. Consequently,

the sequence (Tγ(uε)v)ε>0 converges weakly to Tγ(u)v in (L2(Ω))d. Moreover, using Lemma 3.3 and
Lebesgue’s generalized convergence theorem, we deduce that

lim
ε→0

∫
Ω
Tγ(uε)v · ∇[S(uε)ψ]dx =

∫
Ω
Tγ(u)v · ∇[S(u)ψ]dx, as ε→ 0. (3.24)

Since S(uε)ψ converges weakly-? to S(u)ψ in L∞(Ω), using the fact that b ∈ L2(Ω) and Tγ(uε) converges
strongly to Tγ(u) in L2(Ω) and a.e. in Ω when ε → 0, we deduce that bTγ(uε) −→ bTγ(u) strongly in
L1(Ω). We also have fε → f strongly in L1(Ω). Thus, when ε tends to zero, we can pass to the limit in
the third integral of the left-hand side of (3.22) and in the first integral of the right-hand side of (3.22),
respectively, to obtain

lim
ε→0

∫
Ω
bTγ(uε)S(uε)ψdx =

∫
Ω
bTγ(u)S(u)ψdx (3.25)

and

lim
ε→0

∫
Ω
fεS(uε)ψdx =

∫
Ω
fS(u)ψdx. (3.26)

Combining (3.23)-(3.26) yields (2.12).

3.2. Uniqueness of renormalized solution.

Here we prove the uniqueness follows the same ideas as in [6]. Let u1 and u2 be two renormalized
solutions of (1.1) having med(u1) = med(u2) = 0. Our goal is to prove that u1 = u2. Let γ >

0, k > 0 and ` > 0. Using Tγ
(
Tk(u1)− Tk(u2)

)
S`(u) ∈ H1(Ω) ∩ L∞(Ω) as test function in (1.1). Since

Tγ
(
Tk(u1) − Tk(u2)

)
S`(u) converges to Tγ(u1 − u2)S`(u) almost everywhere in Ω as k → ∞. Then

Tγ(u1− u2)S`(u) ∈ H1(Ω)∩L∞(Ω). So, taking (2.12) on the one hand S = S`(u1) and ϕ = Tγ(u1− u2)

written in u1, S = S`(u2) and ϕ = Tγ(u1−u2) written in u2 on the other hand, we obtain by subtracting
the two equalities

Aγ,` +Bγ,` + Cγ,` = Dγ,` + Eγ,` + Fγ,`, (3.27)

where

Aγ,` =

∫
Ω

[
∇u1 S`(u1)−∇u2 S`(u2)

]
∇Tγ(u1 − u2)dx,

Bγ,` =

∫
Ω

[
∇u1.∇u1 S

′
`(u1)−∇u2.∇u2 S

′
`(u2)

]
Tγ(u1 − u2)dx,
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Cγ,` =

∫
Ω

[
u1S`(u1)− u2S`(u2)

]
b Tγ(u1 − u2)dx,

Dγ,` =

∫
Ω

[
u1v S`(u1)− u2v S`(u2)

]
.∇Tγ(u1 − u2)dx,

Eγ,` =

∫
Ω

[
u1vS

′
`(u1)∇u1 − u2vS

′
`(u2)∇u2

]
Tγ(u1 − u2)dx,

Fγ,` =

∫
Ω

[
S`(u1)− S`(u2)

]
f Tγ(u1 − u2)dx.

We now pass to the limit in (3.27) as ` → ∞ first and then as γ → 0. We now study all the terms in
(3.27).

Step 1. The idea behind this step is to prove that

lim
γ→0

1

γ2

∫
Ω
|∇Tγ(u1 − u2)|2dx = 0. (3.28)

For γ > 0 fixed, we examine the limit of each term in (3.27) as `→∞. Given that S` → 1 as `→∞, we
have (S`(u1)− S`(u2)

)
f Tγ(u1 − u2)→ 0 a.e. in Ω as `→∞ and∣∣(S`(u1)− S`(u2)

)
f Tγ(u1 − u2)

∣∣ ≤ 2γ|f | ∈ L1(Ω).

By using Lebesgue’s dominated convergence theorem, we deduce that

lim
`→∞

Fγ,` = lim
`→∞

∫
Ω

(
S`(u1)− S`(u2)

)
f Tγ(u1 − u2)dx = 0. (3.29)

On the other hand, [u1 S`(u1)− u2 S`(u2)
]
b Tγ(u1 − u2)→ b (u1 − u2)Tγ(u1 − u2) as `→∞. Moreover,∣∣(u1S`(u1)− u2S`(u2)
)
b Tγ(u1 − u2)

∣∣ ≤ γ|b u1|+ γ|b u2| ∈ L1(Ω).

Again, we derive from Lebesgue’s dominated convergence theorem that

lim
`→∞

Cγ,` = lim
`→∞

∫
Ω

[
u1 S`(u1)− u2 S`(u2)

]
b Tγ(u1 − u2) dx

=

∫
Ω
b (u1 − u2)Tγ(u1 − u2) dx. (3.30)

Since b ≥ 0 and (u1 − u2) has the same sign as Tγ(u1 − u2), then

lim
`→∞

Cγ,` ≥ 0. (3.31)

We now turn to Dγ,` and write it as follows

Dγ,` =

∫
Ω

[
u1 S`(u1)− u2 S`(u2)

]
v.∇Tγ(u1 − u2)dx

=
1

2

∫
Ω

(u1 − u2) (S`(u1) + S`(u2))v.∇Tγ(u1 − u2)dx

+
1

2

∫
Ω

(u1 + u2) (S`(u1)− S`(u2))v.∇Tγ(u1 − u2)dx. (3.32)
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Since S` → 1 as ` → ∞, we get |S`(u1) − S`(u2)| → 0 as ` → ∞. Moreover, |(u1 + u2) (S`(u1) −

S`(u2))v.∇Tγ(u1 − u2)| ≤ |(u1 + u2)v.∇Tγ(u1 − u2)| ∈ L1(Ω). Thus, by the Lebesgue dominated
convergence theorem, it follows that

lim
`→∞

1

2

∫
Ω

(u1 + u2) (S`(u1)− S`(u2))v.∇Tγ(u1 − u2)dx = 0. (3.33)

As in the previous case, we deduce that
1

2

∫
Ω

(u1 − u2) (S`(u1) + S`(u2))v.∇Tγ(u1 − u2)dx→
∫

Ω
(u1 − u2)v.∇Tγ(u1 − u2)dx,

as `→∞. Then, just remember that∇Tγ(u1 − u2) = χ{0<|u1−u2|<γ}∇(u1 − u2),∫
Ω

(u1 − u2)v.χ{0<|u1−u2|<γ}∇(u1 − u2)dx =

∫
ωγ

(u1 − u2)v.∇(u1 − u2)dx.

where we set ωγ = {x ∈ Ω : 0 < |u1 − u2| < γ}. On the other hand, |u1 − u2| < γ, then |u1 −

u2| |v|.|∇(u1 − u2)| < γ|v| · |∇(u1 − u2)| and we have∫
ωγ

|u1 − u2| |v| · |∇(u1 − u2)|dx ≤ γ
∫
ωγ

|v| · |∇(u1 − u2)|dx. (3.34)

By using the Young’s inequality, the right hand side can be write

γ

∫
ωγ

|v|.|∇(u1 − u2)|dx ≤ γ2

2

∫
ωγ

|v|2dx+
1

2

∫
ωγ

|∇(u1 − u2)|2dx. (3.35)

By combining (3.33)-(3.35), we deduce that

lim
`→∞

|Dγ,`| ≤
γ2

2

∫
ωγ

|v|2dx+
1

2

∫
Ω
|∇Tγ(u1 − u2)|2dx. (3.36)

Next, due to the definition of S`, it follows that |S′`(s)| = 1χ{`<|s|<`+1} and zero for |s| ≥ `+ 1 or |s| ≤ `.
For Bγ,`, we have∣∣∣∣∫

Ω

(
∇u1.∇u1 S

′
`(u1)−∇u2.∇u2 S

′
`(u2)

)
Tγ(u1 − u2)dx

∣∣∣∣
≤ γ

(∫
{`<|u1|<`+1}

|∇u1|2 +

∫
{`<|u2|<`+1}

|∇u2|2
)
,

which converges to zero, as `→∞, according to (2.11). Thus,

lim
l→∞
|Bγ,`| = 0. (3.37)

For Eγ,`, we note that Tγ(u1 − u2) ∈ L∞(Ω) with ‖Tγ(u1 − u2)‖L∞(Ω) ≤ γ, we have

|Eγ,`| ≤ γ
∫
{`<|u1|<`+1}

|u1v · ∇u1|dx+ γ

∫
{`<|u1|<`+1}

|u2v · ∇u2|dx, (3.38)

hence, according to [15], Lemma 4 we deduce that

lim
l→∞
|Eγ,l| = 0. (3.39)
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We write Aγ,` as

Aγ,` =

∫
Ω

[
∇u1 S`(u1)−∇u2 S`(u2)

]
∇Tγ(u1 − u2)dx

=

∫
Ω

(
∇u1 −∇u2

)
S`(u1)∇Tγ(u1 − u2)dx+

∫
Ω

(S`(u1)− S`(u2))∇u2∇Tγ(u1 − u2)dx. (3.40)

We use the previous results to pass to the limit in the two terms in the right hand-side of (3.40) to
obtain

lim
`→∞

∫
Ω

(S`(u1)− S`(u2))∇u2∇Tγ(u1 − u2) = 0 (3.41)

and

lim
`→∞

∫
Ω

(
∇u1 −∇u2

)
S`(u1)∇Tγ(u1 − u2)dx =

∫
Ω

(
∇u1 −∇u2

)
∇Tγ(u1 − u2)dx. (3.42)

From (3.41) and (3.42) and using Lemma 2.12 of [4], we have

(∇u1 −∇u2)χωγ = ∇(u1 − u2)χωγ = ∇Tγ(u1 − u2),

next, we deduce that

lim
`→∞

Aγ,` =

∫
Ω
|∇Tγ(u1 − u2)|2dx. (3.43)

Bz combining (3.29)-(3.43), we can deduce from (3.27) that∫
Ω
|∇Tγ(u1 − u2)|2dx ≤ γ2

2

∫
ωγ

|v|2dx. (3.44)

Note that the function χωγ → 0 a.e. in Ω as γ → 0. Thus dividing the above inequality by γ2, the
Lebesgue dominated convergence theorem and (3.44) allow us to conclude that

lim
γ→0

1

γ2

∫
Ω
|∇Tγ(u1 − u2)|2dx = 0. (3.45)

Hence the result.

Step 2. We prove that either 
u1 = u2 a.e. in Ω, or

u1 > u2 a.e. in Ω, or

u1 < u2 a.e. in Ω.

For γ < `, we have S`(u1)
1

γ
Tγ(u1 − u2) ∈ H1(Ω) and 1

γ
Tγ(u1 − u2) converges to sign0(u1 − u2) a.e. in

Ω. Next, Poincaré-Wirtinger inequality leads to∫
Ω

∣∣∣∣S`(u1)
1

γ
Tγ(u1 − u2)−med

(
S`(u1)

1

γ
Tγ(u1 − u2)

)∣∣∣∣2 dx
≤ C

∫
Ω

∣∣∣∣∇(S`(u1)
1

γ
Tγ(u1 − u2)

)∣∣∣∣2 dx. (3.46)
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Let us show that the right-hand side goes to zero as γ → 0 and `→∞.
Since

∇
(
S`(u1)

1

γ
Tγ(u1 − u2)

)
= S`(u1))

1

γ
∇Tγ(u1 − u2) + S′`(u1)∇u1)

1

γ
Tγ(u1 − u2)

almost everywhere in Ω. Note that
∣∣∣∣1γTγ(u1 − u2)

∣∣∣∣ ≤ 1 and |S′`(u1)| = 1χ{`<|u1|<`+1}, then the term of
the right hand side of (3.46) leads to∫

Ω

∣∣∣∣∇(S`(u1)
1

γ
Tγ(u1 − u2)

)∣∣∣∣2 dx
≤ 1

γ2

∫
Ω
S2
` (u1)|∇Tγ(u1 − u2)|2dx+

∫
{`<|u1|<`+1}

|∇u1|2dx. (3.47)

Passing to the limit in (3.47) first as γ → 0 and then as `→∞, we have on the one hand

lim
`→∞

lim
γ→0

1

γ2

∫
Ω
S2
` (u1)|∇Tγ(u1 − u2)|2dx = 0 (3.48)

and on the other hand

lim
`→∞

∫
{`<|u1|<`+1}

|∇u1|2dx = 0. (3.49)

Gathering (3.48) and (3.49), it follows that

lim
`→∞

lim
γ→0

∫
Ω

∣∣∣∣∇(S`(u1)
1

γ
Tγ(u1 − u2)

)∣∣∣∣2 dx = 0. (3.50)

Passing to the limit in (3.46), we obtain

lim
`→∞

lim
γ→0

∫
Ω

∣∣∣∣S`(u1)
1

γ
Tγ(u1 − u2)−med

(
S`(u1)

1

γ
Tγ(u1 − u2)

)∣∣∣∣2 dx = 0. (3.51)

For all γ > 0,
∣∣S`(u1)

1

γ
Tγ(u1 − u2)

∣∣ ≤ 1 and
∣∣∣med(S`(u1)

1

γ
Tγ(u1 − u2)

)∣∣∣ ≤ 1.
Using (3.51) on the one hand, up to a subsequence we obtain

lim
`→+∞

lim
γ→0

med
(
S`(u1)

1

γ
Tγ(u1 − u2)

)
≤ ρ, (3.52)

for a given constant ρ ∈ R, |ρ| ≤ 1.
On the other hand, since u is finite almost everywhere in Ω, so

lim
`→∞

lim
γ→0

S`(u1)
Tγ(u1 − u2)

γ
= sign0(u1 − u2), a.e. in Ω and L∞(Ω) weak- ∗ .

Subsequently, we infer from (3.51) that∫
Ω
|sign0(u1 − u2)− ρ|2 dx = 0. (3.53)

This suggests that ρ = 0 or ρ = −1 or ρ = 1. It either leads to

u1 = u2, a.e. in Ω or u1 > u2, a.e. in Ω or u1 < u2, a.e. in Ω.
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Step 3. We prove that u1 < u2, a.e. in Ω or u1 > u2 , a.e. in Ω can not occur.
To do this, we first prove that u1 and u2 have the same sign. Assume that

u1 < u2, a.e. in Ω. (3.54)

Fix any ` > 0, γ > 0, h > 0 and let us consider the test function

W`,γ,h = S`(u1)
Tγ(u1 − u2)

γ

(Th(u+
2 )

h
− Th(u−1 )

h

)
.

Due to the fact that S`(u1)
Tγ(u1 − u2)

γ
∈ H1(Ω) ∩ L∞(Ω), for any γ < `, thenW`,γ,h ∈ H1(Ω) ∩ L∞(Ω).

Moreover we have

∇W`,γ,h =
(Th(u+

2 )

h
− Th(u−1 )

h

)
.∇
(
S`(u1)

Tγ(u1 − u2)

γ

)
+
(
S`(u1)

Tγ(u1 − u2)

γ

)(∇u2χ{0<u2<h}

h
−
∇u1χ{−h<u1<0}

h

)
a.e. in Ω. (3.55)

We evaluate the limit when h→ 0, γ → 0 and then `→∞. Let us first prove thatmed(W`,γ,h) = 0. Let
σ such that 0 < σ <

1

2
.

{x ∈ Ω : W`,γ,h > σ}

= {x ∈ Ω : W`,γ,h > σ, 0 < u2 < 2`} ⊂ {x ∈ Ω :
Th(u+

2 )

h
> σ}

= {x ∈ Ω : u2 > hσ}.

Sincemed(u2) = 0, we have

meas{x ∈ Ω : u2 > hσ} ≤ |Ω|
2
.

It follows that ∀ σ < 1

2
,

meas{x ∈ Ω : W`,γ,h > σ} ≤ |Ω|
2
,

which implies thatmed(W`,γ,h) ≤ 0.
In addition, since ∀σ > 0,

{x ∈ Ω : u2 ≥ 0} ⊂ {x ∈ Ω : W`,γ,h > −σ}

and

meas{x ∈ Ω : u2 ≥ 0} ≤ |Ω|
2
,

we deduce that

meas{x ∈ Ω : W`,γ,h > −σ} ≤
|Ω|
2
,
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which implies thatmed(W`,γ,h) ≥ 0. Consequently, we havemed(W`,γ,h) = 0.
Thus, the Poincaré-Wirtinger inequality becomes∫

Ω
|W`,γ,h|2dx ≤ C

∫
Ω
|∇W`,γ,h|2dx. (3.56)

We now evaluate the gradient ofW`,γ,h. By using (3.47) and (3.55),∫
Ω
|∇W`,γ,h|2dx ≤

1

l2

∫
Ω
|∇T2`(u1)|2dx+

1

γ2

∫
Ω
S2
` (u1)|∇Tγ(u1 − u2)|2dx

+
1

h2 γ2

∫
Ω
S2
` (u1)|∇Tγ(u1 − u2)|2

(
|∇Th(u+

2 )|+ |∇Th(u−1 )|
)2
dx. (3.57)

We claim that

lim
`→∞

1

`2

∫
Ω
|∇T2`(u1)|2dx = 0, (3.58)

lim
γ→0

1

γ2

∫
Ω
S2
` (u1)|∇Tγ(u1 − u2)|2dx = 0, (3.59)

lim
h→0

1

h2 γ2

∫
Ω
S2
` (u1)|∇Tγ(u1 − u2)|2 |∇Th(u+

2 )|2dx = 0, (3.60)

lim
h→0

1

h2 γ2

∫
Ω
S2
` (u1)|∇Tγ(u1 − u2)|2 |∇Th(u−1 )|2dx = 0. (3.61)

Indeed, (3.58) is deduced from (3.49). Moreover, thanks to (3.45) we also deduce (3.59), since S`(u1)

converges to 1 when l tends to∞. We now consider (3.60) and (3.61). Noting that
1

h2 γ2

∫
Ω
|∇Tγ(u1 − u2)|2 |∇Th(u−1 )|2 =

1

h2 γ2

∫
Ω
|∇Tγ(u1 − u2)|2 |∇u1)|2χ{−h<u1<0}

a.e. in Ω. Since u1 < u2 a.e. in Ω it results

0 <
Tγ(u1 − u2)

hγ
χ{−h<u1<0} ≤

1

γ
χ{−h<u1<0},

and then
1

h2 γ2
|∇Tγ(u1 − u2)|2 |∇Th(u−1 )|2 =

1

γ2
|∇u1)|2χ{−h<u1<0}.

For fixed h > 0, since |∇u1| ∈ L2(Ω) and 1

γ2
|∇u1)|2χ{−h<u1<0} → 0 strongly as h→ 0, by the Lebesgue

dominated convergence Theorem, we deduce (3.60). By analogy, we get (3.61) By gathering (3.58),
(3.59), (3.60), (3.61), we get

lim
h→0

lim
γ→0

lim
`→∞

∫
Ω
|∇W`,γ,h|2dx = 0. (3.62)

From (3.62) and (3.56), it follows that

lim
h→0

lim
γ→0

lim
`→∞

∫
Ω
|W`,γ,h|2dx = 0, (3.63)

which gives, via Lebesgue dominated Theorem,

|sign0(u1 − u2)
(
χ{u2>0} − χ{u1<0}

)
| = 0. (3.64)
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This means that χ{u2>0} = χ{u1<0} a.e. in Ω since u1 and u2 have the same sign, which leads to a
contradiction.
Using the same arguments, we can prove that u1 > u2, a.e. in Ω, cannot occur. From steps 2 and 3 it
follows that u1 = u2.

Authors’ Contributions. All authors have read and approved the final version of the manuscript. The
authors contributed equally to this work.

Conflicts of Interest. The authors declare that there are no conflicts of interest regarding the publication
of this paper.

References

[1] V.G. Maz’ya, A. Mercaldo, A. Alvino, A. Cianchi, Well-Posed Elliptic Neumann Problems Involving Irregular Data and
Domains, Ann. Inst. H. Poincaré Anal. Non Linéaire 27 (2010), 1017–1054. https://doi.org/10.1016/j.anihpc.2010.
01.010.

[2] M. Aoun, O. Guibé, Finite Volume Scheme and Renormalized Solutions for Nonlinear Elliptic Neumann Problem with
L1 Data, Calcolo 61 (2024), 43. https://doi.org/10.1007/s10092-024-00602-3.

[3] P. Benilan, L. Boccardo, T. Gallouët, et al. An L1 Theory of Existence and Uniqueness of Solutions for Nonlinear Elliptic
Equations, Ann. Sc. Norm. Super. Pisa Cl. Sci. (4) 22 (1995), 240–273. http://www.numdam.org/item/?id=ASNSP_1995_
4_22_2_241_0.

[4] G. Dal Maso, F. Murat, L. Orsina, A. Prignet, Renormalized Solutions for Elliptic Equations With General Measure Data,
Ann. Sc. Norm. Super. Pisa Cl. Sci. (4) 28 (1999), 741-808. http://www.numdam.org/item/ASNSP_1999_4_28_4_741_0.

[5] M.F. Betta, O. Guibé, A. Mercaldo, Neumann Problems for Nonlinear Elliptic Equations with L1 Data, J. Differ. Equ. 259
(2015), 898–924. https://doi.org/10.1016/j.jde.2015.02.031.

[6] M. Francesca Betta, O. Guibé, A. Mercaldo, et al. Uniqueness for Neumann Problems for Nonlinear Elliptic Equations,
Commun. Pure Appl. Anal. 18 (2019), 1023–1048. https://doi.org/10.3934/cpaa.2019050.

[7] R.J. DiPerna, P.L. Lions, On the Cauchy Problem for Boltzmann Equations: Global Existence and Weak Stability, Ann.
Math. 130 (1989), 321-366. https://doi.org/10.2307/1971423.

[8] J. Droniou, Non-coercive Linear Elliptic Problems, Potential Anal. 17 (2002), 181–203. https://doi.org/10.1023/A:
1015709329011.

[9] P. Fabrie, T. Gallouët, Modeling Wells in Porous Media Flow, Math. Models Methods Appl. Sci. 10 (2000), 673–709.
https://doi.org/10.1142/S0218202500000367.

[10] F. Murat, Équations Elliptiques Non Linéaires Monotones Avec un Deuxième Membre L1 ou Mesure, Journées Equ.
Dériv. Partielles (1998), article no. 9. http://www.numdam.org/item/JEDP_1998____A9_0.

[11] J.L. Lions, Quelques Méthodes de Résolution des Problèmes aux Limites Non Linéaires, Dunod, Gauthier Villars, Paris,
1969.https://searchworks.stanford.edu/view/604703.

[12] J. Leray, J.L. Lions, Quelques Résulatats de Visik sur les Problèmes Elliptiques Non Linéaires par les Méthodes de
Minty-Browder, Bull. Soc. Math. France, 93 (1965), 97–107.

[13] W.B. Yameogo, A. Ouedraogo, Convergence of the Discrete Finite Volume Solution to the Renormalized Solution for a
Noncoercive Elliptic Problem With Neumann Boundary Conditions and L1-Data, Ann. Math. Comput. Sci. 13 (2023),
60-83.

https://doi.org/10.1016/j.anihpc.2010.01.010
https://doi.org/10.1016/j.anihpc.2010.01.010
https://doi.org/10.1007/s10092-024-00602-3
http://www.numdam.org/item/?id=ASNSP_1995_4_22_2_241_0
http://www.numdam.org/item/?id=ASNSP_1995_4_22_2_241_0
http://www.numdam.org/item/ASNSP_1999_4_28_4_741_0
https://doi.org/10.1016/j.jde.2015.02.031
https://doi.org/10.3934/cpaa.2019050
https://doi.org/10.2307/1971423
https://doi.org/10.1023/A:1015709329011
https://doi.org/10.1023/A:1015709329011
https://doi.org/10.1142/S0218202500000367
http://www.numdam.org/item/JEDP_1998____A9_0
https://searchworks.stanford.edu/view/604703


Asia Pac. J. Math. 2025 12:16 17 of 17

[14] G. Stampacchia, Le Problème de Dirichlet Pour Les Équations Elliptiques Du Second Ordre à Coefficients Discontinus,
Ann. Inst. Fourier 15 (1965), 189–257. https://doi.org/10.5802/aif.204.

[15] Existence and Uniqueness of Renormalized Solution to Noncoercive Elliptic Problem with Measure Data, in:
Trends in Mathematics, Springer International Publishing, Cham, 2024: pp. 27–38. https://doi.org/10.1007/
978-3-031-41420-6_3.

[16] W.P. Ziemer, Weakly Differentiable Functions, Springer New York, 1989. https://doi.org/10.1007/

978-1-4612-1015-3.

https://doi.org/10.5802/aif.204
https://doi.org/10.1007/978-3-031-41420-6_3
https://doi.org/10.1007/978-3-031-41420-6_3
https://doi.org/10.1007/978-1-4612-1015-3
https://doi.org/10.1007/978-1-4612-1015-3

	1. Introduction
	2. Assumptions and definitions
	3. Proof of Theorem 2.1 
	3.1. Existence of renormalized solution
	3.2. Uniqueness of renormalized solution
	Step 1
	Step 2
	Step 3
	Authors' Contributions
	Conflicts of Interest

	References

